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Abstract 

Nineteen laboratories took part in an international comparison of activity 

measurements of a solution of 125 1 organized by the Bureau International 

des Poids et Mesures. The main features of the various methods and 

detectors used by the participants are described. Seven laboratories used 

just one method, the others employed two (seven laborat ories), three 

(three laborat ories), or even four methods (two laborat ories). The final 

result s and their uncertainties are presented in several tables and in a 

figure. The total range of the results is 7.2 %, or 3.5 % if one outlier 

is 

(1 

excluded. The mean value of the 38 

425.6 ± 1.4) Bq mg -1 (weighted) and 

communicated results is 

(1 429.8 ± 2.6) Bq mg-1 

(unweighted). The uncertainty of the weighted mean value is about 0.1 % 
f 

(la); it increases to about 0.6 % for one laboratory. For the unweighted 

mean the values are roughly three times higher. Two of the values reported 

are rather distant from the other results, but there is no known reason to 

exclude them. Four laboratories determined the half life of 1251 and 

reported values between 59.29 d and 59.9 d. Measurements of the half life 

are still going on. 

.,' '1' '~. 
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1. Introduction 

The isotope 1251 was chosen for this international comparison 
essentially for three reasons. First, this radionuclide is very important 

in medicine because of the low energy of its photon emission; patient 
irradiation is relatively low, so it is often used for the study of 

sensitive organs (as kidneys or glands); and the half life of about two 
months gives an advantage OITer the other isotopes of iodine when the 

effect of a treatment has to be measured over a long period of time. 
Second, the low photon energy of 125 1 makes it difficult to measure this 

radionuclide precisely using the SIR system (International reference 
system for activity measurements of gamma-ray emitting nuclides); 

therefore, it was important to calibrate it absolutely. Finally, the 
reported half-life values show a large spread and it was tempting to try 

to arrive at a better determination of this quantity. The principal 
physical data concerning 125 1 , including its decay scheme, are given in 

Figure 1. 

In order to identify the problems associated with the measurement of 
this radionuclide in the frame of an international comparison and to Qheck 

the feasibility of such an enterprise, the Working Group responsible for 
providing advice on future comparisons on behalf of Section 11 (Me sure des 

Radionucleides) of the Comite Consultatif pour les Etalons de Mesure des 
Rayonnements Ionisants (CCEMRI) decided to organize a trial comparison 

which took place in March 1987 [2]. This comparison reports four different 
methods of measurement. In view of the assessed uncertainties, the results 

communicated could be considered as satisfactory. No systematic trend was 
found in the distribution of the data, but the sum-peak method [3], which 

is the simplest to use, came out as the least 
date of 1987-03-01, 0 h UT, the weighted mean 

trial canparison was (2 052.0 ± 3.6) "kB'q'g-l, 
32.1 kBq g-I*. The highest value reported was 

precise. At the reference 
of all the results of the 

wi th a total range of 
2 071.1 kBq mg-1 , and 

* After publication of the report on the trial comparison, the AECL 
lowered their value for the x-x coincidence method by (0.11 ± 0.01) %. 
The reason for this change is the use of an improved correction for dead 
time in the coincidence channel. The AECL values are now 

(2 057.5 ± 9.9) kBq g-1 for method 2, and 
(2 050.2 ± 4.0) kBq mg-1 for the mean. 

This leads for the mean values of the trial comparison to 
(2 051.9 ± 3.5) kBq g-l (weighted), and 
(2 056.0 ± 4.2) kBq g-1 (unwei~hted), 

which are very close to the values given in [2J. 
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the lowest 2 039 kBq g-l. As the analysis of the data supplied by the 
seven participating laborat ories revealed no maj or problems, a full-scale 

comparisen was agreed for the spring of 1988. 

Nineteen laboratories participated in the full-scale comparison, which 
confirms that such an exercise is of wide interest. Organizational details 

are described in a circular dated March 10, 1988. The final report en the 
trial comparison and a report form, amended in the light of this report, 

were sent to participants together with the circular. As reference, the 
date May 15, 1988, 0 h UT was chosen. Completed forms reached the BIPM 

during the summer of 1988. 

2. Characteristics of the solution distributed and tests of purity 

At the 1987 meeting of Sectien 11 it was decided to treat 1251 in the 
same way as 109Cd in a previous comparison. Three laboratories offered 

their services for the distributien of the radioactive solution. The NIST 
(formerly the NBS) offered to produce the raw material which they 

subsequently sent to the OMH for diluting and bottling. The LMRI received 
twenty-two ampoules en April 19, 1988 and dispatched 19 of them to the 

participating laboratories (listed in Table 1). 

Each participant received a flame-sealed NBS-type ampoule containing 
about 3.6 g of solution. The exact masses were made known to the 

laboratories by the OMH and are indicated in Table 2. All later mass 
measurements are coherent with these data. An apparent discrepancy which 

appears in the data from the NIM is readily explained as this laboratory 
measured the mass of the remaining solution after removing about 0.4 g 

to prepare a dilution. On this occasion, the BIPM asked for just one 
ampoule because the limited sensitivity'of the ionization chambers of the 

SIR to the photon energy of 1251 does not permit precise relative 
measurements of the activity of this radionuclide. 

The solution used had a nominal activity concentratien of 2.0 MBq g-l 
(May 15, 1988) anq was distributed as an aqueous solution of 5-10-4 mol 
NaOH per dm3 with 50 I1g of non-active iodine in the form of KI and 50 I1g 

of Na2S203 per gram of solution. 
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In April 1988, at the request of the BIPM, the OMH performed purity 
tests by y-ray spectroscopy using a small amount of the 125 1 solution 

prepared for the comparison. The LMRI also carried out purity tests after 
receipt of the ampoules. The results expressed as a percent of 125 1 

activity (for the reference date) are listed below with the data 
communicated by the NIST to the OMH. 

Laboratory 

NIST 
OMH 

LMRI 

Impurity 
126 1 

3.18-10-7 

not detected 

not detected 

We recall that T1 (126 1 ) = 13 d. 
2" 

Date of measurement 

1988-02-22 
1988-04-06 

The LMRI used Ge(Li) detectors for its measurements, the detection 

limit being lower than 1.2-10-7 y s-1 Bq-1. The volume of the OMH detJctor 
was 40 cm3 and this laboratory covered a range of energy from 60 keV to 

2.5 MeV with detection limits between 5-10-7 and 3-10-6 in relative value. 

3. Ionization-chamber measurements and adsorption tests 

Ionization-chamber measurements were carried out by eight laboratories 
after they had transferred and weighed the solution. Only three measured 

the activity of the ampoules before opening. Six results are in good 
agreement. The result of the NIM is~i9h., but could be brought into line 

with the others by a shift of the reference date by three days. The 
results of the PSPKR seem much too high: perhaps the sensitivity of the 

ionization chamber was too low. 

After the ampoules had been emptied they were rinsed twice with 
distilled water: the remaining activity indicates adsorption on the 

ampoule walls and appears to be very small. In all cases it was below 
3.7-10-4 of the original activity. Three laboratories found values of 
about 500 Bq for the remaining activity; for the others the reported 
values are up to 20 times smaller. The OMH greatly reduced the value of 

the remaining activity by two additional rinsings with a diluent. 
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Adsorption tests were made by means of y-ray spectrometry with NaI(TI) 
detectors (four laboratories, of which two used a well-type crystal), 
high-purity germanium detectors (four laboratories) or Ge-Li detectors 
(one laboratory). For these measurements the NPL and the PSPKR used 
ionization chambers and the NIM employed the liquid-scintillation method. 
All these data are assembled in Table 3. 

4. Source preparation 

In describing work on this nuclide it is convenient to treat source 
preparation according to the method used for measuring the activity. This 

section is divided into three parts: sources for electron counting, 
sources for y- and X-ray counting and sources for liquid-scintillation 

coUnting. Relevant data are given in Tables 4 to 6. 

a) ~~rce~ io!. ~1~c.!.r~_c..£Unting 
Six laboratories out of nineteen performed measurements for which the 

electron count rate was necessary. Almost all sources were made fran a 
dilute solution deposited on a metal-coated support. The NRC performeq 

directly application of the master solution. Dilution factors ranged fran 
about 3 (NPL) to 42 (CBNM). In order to avoid the risks of sublimation of 

125 1 , and therefore of contamination of the ~ counter, the NPL and the 
VNIIM sandwiched their sources. In all cases a wetting agent (catanac SN 

for the AECL, NPL and NRC) or a seeding agent (insulin for the VNIIM and 
AgN0

3
for the ETL) was added to the solution. However, most laboratories 

used AgN0 3 as a stabilizer for volatile iodine compounds. The sources were 
dried under ambient laboratory air conditions in the case of the AECL, 
CBNM, NPL and VNIIM. The ETL put the sources in a silica gel dessicator 

and the NRC dried them in warm air. All sources were in the same mass 
range, namely 10 to 40 mg for the diluted solution and 10 to 23 mg for the 

master solution. The number of sources used was also about the same (fran 
six for the AECL to ten for the NPL). The mass measurements were performed 

in most cases with a Mettler MS balance, except for the VNIIM which used a 
balance of Russian origin. Details of source preparation are given in 

Table 4. 

b) ~our~e~ io!. X-_and_y.:.ray_c .. ~.mt.!ng 
Most participants prepared sources for X- and y-ray counting. The 

laboratories counting electrons used the same dilutions as just described 
but some changed the support of the sources (e.g. polyester tape instead 
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of VYNS foils in the case of the AECL). Six laboratories (lEA, KSRI, NAC, 
NRC, PTB for method 4 and VNIIM) used undiluted solutions. The films were 

metal-coated by just two laboratories (NRC and PTB). The NIM covered its 
sources with a thick layer of Al on both sides (8.3 mg cm-2) to absorb the 
conversion electrons. Three laboratories sandwiched their sources (AECL, 

NAC and UVVVR) so as to avoid sublimation of the substrate. The drying 
conditions were comparable with those used for electroo. counting. The LMRI 

and the NAC accelerated the drying process using an infrared lamp. Some 
special treatments are summarized in Table 5. The NIST noted that AgN0

3 
is 

effective in immobilizing the iodine but produces silver X rays which may 
confuse the analysis. To avoid these difficulties they applied an 

ion-resin paper, an approach which has shown its effectiveness over many 
years (particularly in the case of 129 1). 

Dilutioo. factors showed a larger spread than those used for electron 

counting ranging from 1.13 (NIM) to 76.8 (NIST). Source masses ranged from 
2 mg (NAC) to 151 mg (ENEA), but in most cases the mass was below 50 mg. 

Mettler balances were the most frequently used for the measurement of the 
drop masses. The NIM and the VNIIM worked with apparatus constructed in 

I 
their own countries and the UVVVR used a Sartorius balance. All sources 
were in solid form, except those of the OMH and some of the NAC which were 

liquid. The number of sources measured was usually below fifteen, but 
three laboratories used significantly more: CNEN (20), ENEA (25) and NIST 

(33). Further details are given in Table 5. 

c) ~~r~e~ io!. !.iquid-scl~tilla.!.ion_c.£Untin~ 
The NAC is the only laboratory which used the liquid-scintillation 

method. The dilution factor was 2.045 and the seven sources were prepared 
in 20 m1 glasses with about 45 mg of solution to which a scintillation 

solution of commercial type was addeg.'1T.able 6 summarizes the 
characterIstics of these sources. 

5. Detect ors for proporti onal and photon counting 

The main data concerning the different types of detectors are compiled 
in Tables 7, 8 and 9. However, it is worth emphasizing some particular 

device characteristics. 
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a) !:r~p~r.!.ional_coo!!.t~r _(PCl 
Five laboratories (AECL, ETL, NPL, NRC and VNIIM) used a proportional 

counter. In all the methods used by the NRC (three) and the NPL (one) this 
type of detector is necessary. The proportional counters were of the 

gas-f1eM type and most used Ar + CH4 in the proportion 9 to 1. At the NPL, 
CH4 was also used. All the coonters worked at atmospheric pressure. In 
most cases, the walls were made of metal, gold-coated in the case of the 
ETL. However, the AECL used polyester films for the bottom and top walls, 

and the NPL inserted silver-coated perpex pieces to define the counting 
volume. A schematic view of the AECL counter is given in reference [4] 

and a sketch of the NPL measuring equipment is shown in Figure 2. All 
detectors were of aboot the same height, but that of the NPL was rooghly 

half as high as the others. The useful volume of the VNIIM detector was 
much larger than average. The ETL and the NRC worked at constant high 

voltage and varied the discrimination level from 0.5 keV to 2 keV (ETL) or 
from 60 mV to 460 mV (NRC). The AECL varied the high voltage in order to 

produce an effective change in the discrimination level. The NPL and the 
VNIIM did the same, choosing the discrimination level in the centre of the 

plateau. 

The AECL, the NRC and the VNIIM worked with a dead time of about 2 ~s, 

whereas the NPL used a lower value (1.27 ~s) and the ETL a larger one 

(7.85 ~s). Data concerning the anodes can be foond in Table 7. 

b) ~c..!:..n.!.i.!..lati~ de.!.e~t~r~ ior !-_a!!.d_y.:.ray_coont.!.ng 
All participants used a scintillation detector to measure the activity 

of the iodine solution. Except for CBNM, which made use of a CsI(TI) 
sandwich spectrometer described in [6], the detectors were of the NaI(TI) 

type. Several laboratories (CBNM, ENEA, ETL, NIST, OMH and PSPKR) 
determined the activity with a well-~yy~ NaI(TI) detector. The distance . , 

between source and detector was kept constant and generally chosen below 
15 mm, althoogh foor laboratories (BIPM, ETL, LMRI and NRC) used a greater 

separation. When an efficiency extrapolation was necessary, the counter­
soorce distance varied significantly, namely from 0.3 mm (for the PSPKR) 

to 150 mm (for the KSRI and the PTB). The solid angle had a value close to 
4n for all well-type detectors and also for the CsI(TI) sandwich spectro-

meter. All participants worked with external dead times, except the CBNM 
(one method), and the ETL which performed live-time measurements with a 

multichannel analyzer. The NAC performed all coonting using timer/scalers, 
and applied dead time corrections. The dead times were all independently 

determined prior to the actual measurement of the activity. The adopted 
dead times were usually between 1.5 ~s (VNIIM) and 5.9 ~s (CBNM), the most 
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commoo values being close to 5 \-LS. Some laboratories, however, adopted 
much larger dead times: ETL (8 \-Ls), CBNM method 5 (10.6 \-Ls), LMRI (20 \-Ls) 

and NPL (19.9 \-Ls). The NAC used the value of 54 \-LS as the effective dead 
time for the sum-peak X-ray events of method 6. Other characteristics of 

the scintillation counters are given in Table 8. 

c) ~e~i-c~duct.£r_d~t~c!.o!.s_for_p.!:o!..~ ~~n!..ing 
In the semi-conductor category the choice of detectors was less 

uniform. Two laboratories (NRC and PTB) used Si(Li) detectors. The others 
worked with a pure Ge detector (AECL), a pure Ge-N-type detector (NPL) or 

Ge(Li) detectors (NRC). All semi-conduct or detect ors were covered with a 
metallic window. This was a thin foil of beryllium in the case of the 

AECL, the NRC and the PTB; the NPL used an Al foil (1 mm) for the same 
purpose. The distance between source and detector was commonly about 

40 mm. The PTB kept its sources at 8.5 mm from the crystal. Two 
laboratories (AECL and NRC) used a value of about 2 \-Ls for the dead time. 

The NRC worked with an extended dead time of 5.06 \-Ls for the 
anticoincidence channel, whereas the NPL took a larger value (19.9 \-Ls). 

Further details can be found in Table 9. 

6. Coincidence and anticoincidence counting 

The data describing the coincidence and anticoincidence counting are 
assembled in Table 10. They do not lend themselves to a clear grouping, 

but it may be noted that the coincidence resolving time ~R is always 
between 0.5 and 1.0 \-LS. Only two laboratories worked with a somewhat 
different value: the BIPM took ~ = 0.239 \-Ls and the VNIIM used 

R 
~R = 2.0 \-Ls in one of their methods. In most cases the dead times and 
coincidence resolving times were det~lilli.j1ed by the two-oscillat or 
method [7]. , 

Use was also made of a calibrated oscilloscope (KSRI), which at the NPL 
was associated with a tail-pulse generator. The VNIIM measured the dead 

time by means of the source-pulse method. They obtained the resolving time 
by looking at the 'delayed coincidence curve, whereas the NIM used 

accidental coincidences. The CNEN measured the accidental coincidence rate 
with uncorrelated random pulses. For additional details, see Table 10. 
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7. Counting data for the different methods 

The main counting data corresponding to the different methods used by 
the participants are listed in Table 11. One can see that the typical 

count rates generally remain below 3 000 s-l. The lowest count rate, 
measured by the NAC when applying the liquid-scintillation method, was 

34 s-l and corresponded to the rate of the sum-peak X rays in coincidence 
with an electron rate of 26 000 s-1. At the BIPM and the CNEN additional 
1& count-rate sources (80 s-1 and 50 s-1, respectively) were used. 
Elsewhere, sources delivering count rates of 20 000 s-1 or more were 

measured: at the PTB (20 000 s-l), the NAC (21 000 s-1 and 26 000 s-1) and 
the NRC (35 000 S-1). The count durations for individual measurements were 
adapted to the emissioo rate of the sources in order to obtain good 

statistics; it ranged from 200 s for the highest count rate to 15 000 s 
for the lowest one. The background rates remained quite low, especially at 

the PTB where a value of 0.04 s-1 was obtained with a Si(Li) detector. 
The number of measured sources was often smaller than 15, but five 

laborat ories used more (up to 33 at the NIST). 

All measurements were performed between May 3 and August 29, 1988, (but, 
as requested, most laboratories succeeded in measuring their sources at 

close to the reference date. This helped to reduce the effect of 
uncertainty in ~he half life 00 the precision of the submitted results. An 

unexpected delay in the distribution of the sources perturbed the planning 
at some laboratories and led to a wider spread in the dates of measurement 

than had been intended. 

8. Activity measurements, description of the methods used 

In this section we give details of tne different methods used by the 

laboratories for measuring activity. The order in which the methods are 
analyzed is arbitrary and does not imply a classification. Four methods 

were used for the trial comparison, their numerical order being given in 
[2J. The order adopted there is repeated in Tables 4 to 15. Methods 5 to 8 

have been used bY,just me laboratory. 

a) !:!e!hod_of !l!!rid~e_a~d_C!.owtE.e!. im~th~ .!) [3J 
Thirteen laboratories out of nineteen used the Eldridge and Crowther 

method. Its principal benefit is its simplicity because it requires only 
one detector. This, in most cases, was of the NaI(T1) type. The NIST and 

the OMH used this method twice. The former laboratory performed its 
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measurements once close to the originally chosen reference date and the 
second time about June 15. The set of data corresponding to the second 

measurement is referred to as Ibis. The AECL employed a Ge detector and 
the PTB a 8i(Li) detector. 

As NaI(Tl) detectors have poor resolution, events with similar energies 
are not resolved and so form a single peak. Events due to photons which 

are emitted almost simultaneously are summed and give rise to a second 
peak in the 125 1 spectrum. Figures 3.1 to 3.3 show typical spectra 

obtained with method 1. The area of the two peaks (in the case of a 
spectrum obtained by means of a NaI(Tl) detect or) or of the peaks 

belonging to a well-defined energy range (in the case of a Ge detector 
(AECL) or a 8i(Li) detector (PTB)) can be used for evaluation of the 

activity of the source. If we denote the contents of the first peak 
(corresponding to the single events) as AI' and the contents of the second 

peak (corresponding to the sum peaks) as A
2

, the activity is given by the 

relation 

N 
o 

(1) 
f 

aKwK + 1 
where PI = PKwK and P2 = 1 + aT are respectively the probability per 

decay of K X-ray emission in the electron capture transition and the sum 
of the emission probabilities per decay of the 35 keV gamma ray and 

the K X-ray arising from internal conversion. Estimates of these two 
probabilities can be found in Table 12 and in most cases are calculated 

using the nuclear constants given in [1]. The main weakness of this method 
lies in the difficulty of determining the exact contributions of the two 

peaks in the region of overlap and of separating the single event peak 
fron the noise which disturbs the specirum at low energy. 

To avoid these cumbersome problems, the PTB, as already mentioned, used 
a high resolution 8i(Li) detector. A typical spectrum obtained by this 
laboratory is shown in Figure 4. The region 1, corresponding to the range 
of energy between,20 keV and 38 keV, contains pulses fron primary photons 

produced by electron capture in the parent nuclide 1251 as well as pulses 
from primary photons in and following the transition from the excited 

level to the ground level in the daughter nuclide 125Te • In region 2, 
ranging from E = 38 keV to 69 keV, coincident events, resulting from the 

sum of single pulses, are registered. 
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The activity is given by a formula similar to (1), specifically 

N = 0.9981 
o 

[SI + 2(S2 + OSl)J2 

4 S2 
( 2) 

The meaning of the quantities appearing in (2) is shown in Figure 4. 

To reduce the effect of unwanted pulses coincident with 125Te 

L radiations, a 35 ~m thick absorber foil of aluminium was placed between 
the active source and the detector. 

b) ~e!h.£d_of .:!.G.~._Tay.!.o!. {met.!!od~) [8J 
The Taylor method, employed by 11 laboratories, was that used most 

frequently following method 1. Its application requires two high­
efficiency detectors (normally NaI(TI) detectors) facing each other. They 

collect two similar disintegration spectra and each channel is gated to 
accept all sum-coincidence events. Spectra obtained with this method are 

shown in Figure 5. 

If NI and N2 are the numbers of events registered in the gate, 
including both the singles peak and the sum peak on each channel, and N 

c 
is the number of coincidence events occurring in the two channels, the 
activity of the source can be calculated by means of the expression 

N 
o 

4K N (1 - N /2Nl ) 
[N + c c J 

2 2(1 - N
c

/2N
2

) 

1 

2N 
c 

1 + aKwK 
where K = , the ratio of detection probabilities per 

P
K

W
K

(l+a
T

) 

disintegration, is supposed equal for both counters. 
," i-tf""' 

(3) 

If NI and N2 are the registered events in the singles peak, the formula 
quoted above has to be modified to 

N 
o 

= 
(1 

4K [NI + N 
(1 + K)2 c (1 

- N /N
2

) 
c J 1 

2N 
c 

(4) 

c) ~ne-X .£.oin.£.idence-!:.fii.£.iency_e~t!.apola!i~ _m!:.t.!!~ imethod 1) [4 ] 

The 4ne-X coincidence-efficiency extrapolation method was used by four 
laboratories (AECL, ETL, NPL and VNIIM). In order to detect the conversioo 

electrons emitted by 125Te a proportional counter was used and the X and 
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y rays were detected by scintillation detectors. The activity of the source is 
then obtained by the well-kn own formula 

N 
o 

N * N * ~ Y 
N * 

(5) 
c 

* * where N~ and Ny are the true count rates after correction for dea~ times£ 
coincidence-resolving times and background. The expressions for N~ and Ny (in 
the case of the AECL for example) are given below. 

N' 
N~* = ~ - B' 1 - 't N' ~ , 

~ ~ 

N' 
N * = Y - B' y 1 - 't N' Y , 

y Y 

[N' - (8 + 8 ) N'N'J (2 - 't N' - 't N') 
N * = 

c ~ y ~ y ~ ~ y y - B' 
C [2-'t N'-'t N'+2'tN' - 2(8 N'+8 N') + 20(N'-N')J (1-'t N')(l-'t N') 

c' 
~~'yy c y~ ~y ~ y ~ ~ y y 

where the primes (') designate observed rates, 8 refers to the coincidence 
f 

resolving time, 't is the dead time, 0 is the delay mismatch between the two 

(6) 

(7) 

(8) 

channels and B refers to the background rates. To obtain the activity N the 
o 

quantity N~*Ny*/Nc* is evaluated and plotted against Ny*/Nc* - 1 = (1-£~)/£~. 
The extrapolation for £~ = 1 then gives the activity of the solution. Figure 6 
shows some examples of such an extrapolation. Not all users of method 3 
employed formula (8). 

d) Ph~t..£l1-phot~ ~oin~ide~c~ ~~n!.ing_a~d_eific!.e~cI.-~x!.rap~lat!.on ~ethod 

(meth~_41 [9J 
The photon-photon coincidence counting and efficiency-extrapolation method, 

like meth~ 2, is based on the use of .tWQ·NaI(Tl) detectors mounted so as to 
face the source, but in such a way that the distance between each crystal and 

the source can be varied [9J. Consequently, systematic effects can be studied. 
Starting from the equations written down by Taylor in the case of method 2, 

and with the notation used in paragraph 8b, one obtains the following relation 

N1 N2 
N 

(1' + K)2 h - K 
( £1 + £2) + 

K2 
£1 £2} (9) , 

2N 0 4K 1 + K (1 + K)2 
c 

where 
N2 

(1 + K) N 1 N 1 
£1 

c [1 NCJ /[l _c J 
2K N2 2 -4 N1N2 1 



and 
(1 + K) 

2K 
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1 
2 

1 
4 

The coefficient K is defined in paragraph Sb. Minor discrepancies in K 

which appear among the participants arise from the use of different 
nuclear data but do not contribute significantly to the uncertainty of N • 

o 

If the efficiencies El and E2 are varied by changing the distance 
between source and detector, a value for expression (9) at zero efficiency 
may be obtained by extrapolation and the activity of the source is deduced 

by linear regression from 

y(x) 
N1 N2 

N 
(1 + K)2 

(1 - x) = 
2N 0 4K 

c 

with K 
( El + E ) -

K2 
x El E2 

1 + K 2 (1 + K)2 

Six laboratories (CBNM, CNEN [10], KSRI, NAC, PSPKR and PTB) used 

method 4. Some data relative to this method can be seen in Figure 7. 
An example of an extrapolation curve obtained by the NAC is shown in 

Figure S. 

e) ~eth~ _of B ._D~necke_(meth~ _51 [6 ] 

(9') 

The method of B. Denecke (used at the CBNM) is essentially based on a 

4n-CsI(TI) sandwich spectrometer which permits work with X- and y-ray 
efficiencies, as well as conversion-electron and Auger efficiencies, close 

to unity (Ey = EKX = 0.999 5 and EKA = Ece = 0.965). Almost all events can 

be registered, which is why the method is also referred to as the "total 

counting ~ethod". 

The activity is evaluated using the expression 

(10) 

with the probabilities P P {w E + a E } for conversion 
ce K K KX K KA 

electrons and PIT 1 ~ a {aK(wK EKX + aK EKA) + aL + Ece + Ey} for 
isomeric transitions. Experimental results corresponding to this method 
are shown in Figure 9. 



14 

f) inlL~)e-X !!e,!h..£d _(!!eth..£d _61 [ll J 
The 4n(LS)e-X method, used at the NAC, is identical with method 3, 

except that the proportional counter is replaced by a liquid scintillation 
system and the variation of the counting efficiency is obtained by means 

of a threshold discrimination. These differences seem to justify a 
distinction between the two methods. 

During the 1251 measurements a window was set on the X-ray channel so 
as to select only true sum-peak events. The efficiency was varied between 

0.45 and 0.71. A separate check showed minimal adsorption of 1251 on the 
walls of the source cell. Typical spectra, and an example of an 

extrapolation curve, are given in Figure 10. 

g) inlp~)~ E.hot.£ll.:.a!!.tic~i!!.ciden.£e_m~th~ lm~tE.od!) [l2 J 
The NRC used the 4n(PC)e photon-anticoincidence method which is based 

on live-time measurements. The anticoincidence counts (N~) are related to 
the source disintegration rate N by the following equation taken from 

o 
Baerg [13]" 

where A1 and A2 are coefficients obtained 

Y2 are the anticoincidence rates, and Ny 
1 

rates. Typical data are shown in Figure 11. 

by a fitting procedure, Y
1 

and 

and Ny are the y-ray monitor 
2 

h) inlp~)~ E.h~t.£ll.:.coi!!.ciden.£eyetE.~ lm~tE.od ~) 
The 4n(PC)e photon-coincidence method was used only at the NRC and is 

described in [7J. The activity is again determined by extrapolation of the 
quantity NRN IN to the condition that the ~-counting efficiency 

I-' y c 
approachep unity. A spectrum is shown :tn:' Figure 12. 

9. Corrections used for evaluating the results 

The corrections applied by the different laboratories for evaluating 
the result s are 1i sted in Table 12. Sane of them depend on the method 

used, but as a rule the count rates were corrected for background, dead 
times and radioactive decay during the measurements. In the following we 

indicate the corrections which were applied for each method mentioned in 
section 8. The corresponding numerical values of the nuclear data used by 

the laboratories in calculating the activity are given in Table 12. 
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Apparently, most laboratories used the radionuclide tables of the LMRI 
[1]; only the value of the CBNM for w was slightly lower (with negligible 

K 
effect on K). 

a) ~e!.h.£d _1.- The ENEA performed a linear extrapolation of the "tail s" 
f or separating the singles and sum peaks. The accidental summing in the 

sum peak was accounted for by extrapolation to zero count rate. The ETL 
took into account the effects due to pile-up pulses in the pulse-height 

distribution and corrected measurements by extrapolating to zero source 
strength. The NIST (method 1) computed a correction for the sum-peak tail 

as 1.2 times the semi-logarithmic tail. For method 1bis an extrapolation 
to zero count rate was performed. This procedure was also applied by the 

PSPKR. The OMH evaluated graphically a correction for the contribution of 
the tail of the two peaks and an extrapolation to zero count rate was made 

to eliminate the effect of accidental summing. 

b) ~e!.hod_2.- The AECL corrected the X-X coincidence rates for 
accidental coincidences. The CBNM and the UVVVR used the Ccoc-Isham formula 

[14] to perform dead-time corrections. Moreover, the CBNM applied 
corrections for foil adsorption, self absorption for electrons and, 

although they remain quite small, corrections for the solid angle. The NAC 
used the Bryant formula [15] for correcting the coincidence count rate. 

c) ~e!.hod_3.- The AECL corrected the individual e-X coincidence rates 

for delay mismatch and accidental coincidences. The ETL estimated the 
correction due to accidental coincidences to be 10 % using the Campion 

formula [16]. The NPL applied the Ccoc-I sham formula (modified by Smith) 
[17] to correct for dead time and resolving time. 

d) Method 4.- The CBNM and the PTB corrected the measurements by means 
of the-C~-I~ham formula [14]. The NAC

4

;pp1ied the formula of Bryant [15] 

for correcting the coincidence count rate. 

e) ~eth.£d_s.- The CBNM corrected in the same way as for methods 2 
and 4. The self absorption and the foil absorption for electrons as well 

as the solid-angl~ contribution were also taken into account. It should be 
noted that in this case the correction due to the peak tailing was taken 

as an exponential below 7.4 keV and its value was between 0.2 % and 0.4 %. 
The background correction was as large as 1.4 %. 

f) ~e!.hod_6.- The NAC corrected for dead time and coincidence-resolving 
time (0.47 %). In addition, satellite pulses were accounted for (0.12 % 
to 0.23 %). 
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10. Uncertainties 

As in previous comparisons all participants assessed values for the 
uncertainty components. This time they also provided information 

explaining how they arrived at their values. 

The various contributions to the uncertainty are described in detail in 
the somewhat cumbersome Table 13. Two kinds of uncertainties can be consi-

dered. Some are common to all methods: important among these are those due 
to counting statistics, weighing, dead time, background and timing. Among 

the others, which depend more or less on the method used, are the uncer­
tainties due to the evaluation of N1 and N

2
, extrapolations and accidental 

coincidences. Superficially, it appears that method 1, contrary to what 
would be expected from the trial comparison, does not lead to much larger 

uncertainties than the other methods. Most laboratories assessed their 
total uncertainties at about the same value. Exceptions are the AECL for 

which the uncertainties are very small (0.06 % and 0.05 % for methods 2 
and 3) and the PSPKR which arrived at uncertainties of about 1 % (from 

0.90 % for method 2 to 1.20 % for method 1). The uncertainty assessment of 
the AECL appears to be justified by the fact that this laboratory f 

performed a considerably larger number of measurements than the others and 
that the results of the three methods used are very consistent. 

Table 14 is restricted to the main uncertainty components of the final 
result for a given laboratory and to the method given. The contributions 

are listed in the inverse order of their magnitude, and the total 
uncertainty is given for comparison. 

- In the case of method 1 the tail extrapolation (CNEN, NIST, OMH and 
PTB), the peak separation (CBNM and OMH) and the gate setting (ETL and .... '1" .... 

UVVVR) are the major contributions to the uncertainty. Other laboratories 
call attention to data fitting (NAC), and sum-peak effects (which 

disappear when the window includes only singles). For the AECL and the 
CBNM the contributions of the counting statistics are the most important, 

but for the ENEA the decay-scheme corrections were dominant. The PSPKR 
found that weighing, dead time and other effects (not explained) led to 

0.6 % uncertainty in each case. 

- For method 2 the main contributions came from counting statistics for 
the AECL, CBNM and CNEN, decay-scheme corrections for the lEA, LMRI and 

NAC, and half-life corrections for the BIPM, KSRI and UVVVR which also 
reported a non-negligible contribution from the dilution. For the PSPKR, 

weighing gave the largest component to the uncertainty; the VNIIM noted 
that other effects (not explained) played the same role. 
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- In the case of method 3, the main contribution to the combined 
uncertainty was considered to be counting statistics (AECL), 

extrapolation (ETL and NPL) and weighing (PSPKR). The VNIIM mentioned 
other effects but gave no details. 

- For method 4 the CBNM reported that counting statistics played a 
decisive role; the NAC found that the main contribution came from the 

decay-scheme corrections, while the PTB mentioned problems connected with 
source preparation (chemical effects and precipitation) as the main source 

of uncertainty. 

- In the case of method 5 the weighing and the tail extrapolation were 
mentioned by the CBNM as the main contributions to the total 

uncertainty. 

- For method 6 (used by the NAC) the fitting of data and, to a lesser 
extent, the counting statistics gave the largest contributions. 

- For methods 7 and 8 the NRC reported that the spread in the values 
observed after changing experimental conditions, such as the countimg 

gas or the gamma-window setting (in order to include the sum peak), and 
the efficiency extrapolation were the main sources of uncertainty. 

All the uncertainty components, considered as approximations of the 
corresponding standard deviations, are added in quadrature [18J when 

uncorrelated. No distinction between type A and type B was requested in 
this comparison. 

The AECL made a special effort to obtain very small statistical 
uncertainties, thus permitting a critical comparison of the methods used 

(1, 2 and, 3). The relative discrepan'cy'1between methods 2 and 3 was found 
to be (0.13 ± 0.07) % when the decay-scheme-dependent factor K was assumed 

to be free of error. By a small change (-0.06 %) of the value of this 
factor, agreement of the two values within the quoted combined 

uncertainties could be achieved. The results of the three methods can 
therefore be constdered as consistent and there is no evidence for a real 

difference between them (at least at the present level of uncertainty). 
However, the AECL also mentioned that for method 1 the results obtained 

with an NaI(Tl) detector were higher by (1.5 ± 0.3) % than those obtained 
with a Ge detector. This discrepancy may result from the difficulty in 

separating singles and sum peak in the NaI(Tl) spectrum. Hence, the use of 
an appropriate detector might improve the precision of method 1. 
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11. Final results 

All the reported values of the activity concentration and their 
combined uncertainties, corrected to the reference date (1988-06-15, 

o h UT), are assembled in Table 15, but in Figure 14 just one value per 
method and per participant is represented. When a laboratory gave several 

results for one method, a weighted mean was computed and plotted in 
Figure 14 (NIM and UVVVR). In the case of the OMH, only the value obtained 

close to the reference date was considered in the evaluation of the mean 
value and plotted in Figure 14. For the NIST two values, although obtained 

with the same method, were taken into account because independent teams 
were involved. 

The mean value x and its standard deviation sex) were evaluated using 
(for n data x. ± s.) 

1 1 

n 

x and 
n 

I g. 
i=l 1 

n 

I gi (xi - x)2 
i=l 

n 

(n - 1) I g. 
i=l 1 

where gi = l/si when statistical weights are applied; otherwise gi = 1. 

," ;..1 .~ 

The AE'CL used three methods and found values consistently about 1.5 % 
lower than the average of the values found by other participants. To 

investigate this the AECL group prepared additional sources from the 
original solution and found values (1.45 ± 0.13) % higher than the mean of 

their previous results. These new values are in good agreement with those 
of the other laboratories. The discrepancy has not been explained but it 

is believed to indicate a problem with the stability of the solution. The 
AECL pointed out that similar problems have been already reported in the 

past with some iodine solutions. In fact, the possible existence of a 
sampling problem does not invalidate the statement that the three methods 

of measurement used at the AECL are consistent within 0.1 % because all 
the measurements were performed with the same set of sources. As smaller 
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uncertainties were assessed, especially for methods 2 and 3, these lower 
values affect the final results when weights are used. Another laboratory 

(KSRI) arrived at an activity concentration which is clearly lower than 
both the mean of all measurements and the mean of the results obtained by 

method 4. The difference is about 5 % in each case. 

In all cases we have considered each method separately, even when the 
laboratory (AECL and UVVVR, see Table 15) reported only a mean value. 

The following points can be made about the results listed in Tables 16, 
17 and 18. First, the weighted and unweighted mean values obtained by 

methods 1 and 2 are very close (the largest discrepancy is 0.26 %). The 
uncertainties are also very similar. The agreement with the mean values 

for all methods and all laboratories reported in Table 16 is also very 
good. On the other hand, methods 3 and 4 show a larger dispersion of 

results and uncertainties. The small uncertainty assessed by the AECL in 
the case of method 3 is responsible for the small value of the uncertainty 

associated with the weighted mean. However, if there was a sampling 
problem, the precision of the individual measurements is not an indication 

t 
of their accuracy and it is preferable to consider only the unweighted 
mean of all results in assessing the quality of the comparison. As can be 

seen from Table 18, the omission of the ETL value (method 3) or the KSRI 
value (method 4) does not change the discrepancy between the different 

weighted mean values. On the contrary, it improves the agreement between 
the weighted mean values obtained by methods 1, 2 and 4. In the case of 

method 4 the weighted and unweighted mean values are quite identical. 
Finally and under the same conditions, the mean values obtained for all 

methods remain almost unchanged (Table 17). 

The results of this international c;-omparison cover a total range of 
7.23 %. The deviations of the lowest and the highest values from the 

weighted mean are - 4.72 % and 2.50 %, respectively. As currently we have 
no good reason to exclude the values obtained by the KSRI (1 358 kBq g-l, 

method 4) and the ETL (1 461 kBq g-l, method 3) the present results show a 
much larger spread than those of the trial comparison [2J. This was to be 

expected given the increase in number of participants. In this context 
we should mention, as pointed out by the PTB, that the KSRI obtained their 

value using a very thin detector (1 mm high), which could have led to the 
recorded discrepancy. Despite the spread of the measurements, the mean 

values (Table 16) have relative uncertainties which are clearly smaller 
than those reported in [2 J. 
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12. Determination of the half life of 1251 

Only four laboratories (AECL, ENEA, LMR1 and NAC) made a determination 
of the half life of 125 1 during the comparison. Their results are given in 

Table 15. The AECL found a value of (59.29 ± 0.07) d, based on three 
sources which had already been measured during the trial comparison in 

March 1987. The ENEA performed measurements from May 6 to June 23, 1988 
and reported a value of (59.38 ± 0.03) d. The LMR1 made measurements 

from May 5 to June 29, 1988. From the combined data a half life of 
(59.9 ± 0.11) d has been calculated, but work continues with the aim of 

improving this result. U sing the solution supplied by the OMH for the 
comparison, the NAC estimated the half life and obtained a value of 

(59.40 ± 0.05) d, which is in very good agreement with the value adopted 
for the comparison. Further information can be found in ref. [19]. 

Two laboratories had measured the half life of 1251 during the trial 
comparison. The PTB obtained a value of (59.39 ± 0.02) d [20]. The NRC 

used an ionization chamber and performed measurements over a period of 
346 days; a value of (59.26 ± 0.03) d was found. 

13. C onclu si on 

Eight different methods have been used by 19 participating laboratories 
to measure the activity concentration of a 1251 solution. Although the 

results of this full-scale comparison show a scatter which is larger than 
that obtained in a trial comparison, the mean value is more accurate. Two 

results seem to deviate somewhat from the others and remain unexplained. 
All results were evaluated supposing the half life of 125 1 to be 

(59.4 ± 0 .• 5) d, with the exception of the LMR1 which preferred to use its 
own value. As far as possible, measurements were made close to the 

reference date so as to reduce the dependence of the measurements on the 
supposed value of the half life. Separately, four laborat ories made 

measurements of the half life with results close to the value recommended 
for the present i~ternational comparison. 
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Table 1 - List of the participant s 

AECL Atonic Energy of Canada Limited, Chalk River, Canada 

BIPM Bureau International des Poids et M:Slres, sevres, France 

Narres of the persons ~o 
carried rut the meaSlrements 

R.H. M:trtin 

P. Breonce, C. Colas, G. Ratel, 
C. Veyradier 

CBNM Central Bureau for Nuclear M:aSlretrents, CEC-JRC, Geel, Belgiun E. Celen, B. funecke, D.F .G. Reher 

CNEN' Coni sSi'o Nacional de Energia Nuclear, Rio de Janeiro and 
sao Paulo, Brazil 

ENEA Laboratorio di M:trologia delle Radiazoni Ionizzanti ENEA-CRE 
Casaccia, Rane, Italy 

EfL Electroteclmica1 Laboratory, Imraki, Japan 

lEA Instytut Energii Atan~j, Swierk, Poland 

KSRI Korea Standards Research Institute, Taejon, Korea 

lMRI Laboratoire de ~trologie des Rayonnenents Ionisants, 
Saclay, France 

NAC National Accelerator Centre, Faure, Sruth Africa 

Nll1 National Institute of M:trology, Beijing, 
People's Republic of China 

•... ~,-" 

NIsr National Institute of Standards and Teclmology, 
Gaithersrurg, USA (fonIErly NBS) 

NPL Natiooal Physical Laboratory, Teddington, United Kingdan 

M.S. Dias, A. Iwahara, M.F. Koednas, 
M.-H. Marechal, C.J. da Silva 

P. de Felice, C. Zicari 

Y. Hino, Y. Ka~ 

A. Chylimki, T. Rado~ewed, 
T. TerlikCMEka-Draz:dziel 

Tae Soon Park, Pil Jae Oh, 
Sun-Tae Hwang 

P. Blanchis, J. Bruchard 

B.R.S.Simpson, B.R. Meyer 

Li Fen, Li Zuo-qian 

C. Ballaux, Dan Golas, Don Gray 

A.S. Munster, D. Smith 
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aMi Orszagos ~reSigyi Hivatal, Budapest, Hungary 

PSPKR Pusat Standardisasi dan Penelitian Ke~lanRtan Radiasi, 
Jakarta, Indonesia 

Pm Physikalisch-Technische Bundesanstalt, BraunsciTheig, 
Federal Republic of Gennany 

UWVR U stav pro vyzkum, vyroru a vyuziti radioirot0p8, 
Prague, Czechoslovakia 

VNIIM Institut de ~trologie D.I. ~ndeleev, Leningrad, USSR 

•... ~ .. ~ 

M. Csikos, Gy Horvath,A. Szorenyi, 
A. Zsinka, 

W. Gatot, Nazaroh, Pujadi, 
Sudarsono, Sunaryo 

U. Schotzig, H. Schrader, H. Siegert 

J. Fonmnkova, J. Plch 

A.A. Konstantinov, T.E. Sazonova, 
S.V. Sepmn 
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Table 2 - Mass measurements of solution 

Laboratory Ampoule number Mass of solution (g)* 

indicated by OMH determined by laboratory 

AECL OMH-8 857 3.603 9 3.593 9 (1) 

BIPM OMH-8 858 3.603 2 3.594 2 

CBNM OMH-8 859 3.603 6 

CNEN Otffi-8 863 3.604 4 3.588 0 

ENEA OMH-8 860 3.603 8 3.602 5 

ETL OMH-8 862 3.605 7 3.605 4 

lEA OMH-8 861 3.605 0 3.604 9 

KSRl OMH-8 864 3.605 8 

LMRl OMH-8 865 3.603 9 3.603 8 

NAC OMH-8 866 3.603 8 3.604 6 

NlM OMH-8 868 3.603 7 3.188 9 (2) 

NlST OMH-8 867 3.603 1 

NPL OMH-8 869 3.604 3 3.602 4 

NRC OMH-8 870 3.604 5 

OMH OMH-8 880 3.602 9 3.595 8 

PSPKR OMH-8 874 3.605 8 3.566 0 

PTB OMH-8 872 3.603 7 3.604 2 

UVVVR OMH-8 873 3.604 9 

VNIIM OMH-8 875 3,.,6qZ, 8 

* Corrected for air buoyancy. 

(1) This value is the sum of the mass of active solution taken from the 
ampoule, i.~. (3.590 57 ± 0.000 04) g, and the residual mass found in 
the ampoule (0.003 3 ± 0.000 1) g. The first mass was obtained as the 
difference between the masses of the ampoule before and after the 
transfer. The second was calculated from its activity: the ampoule 
plus residue was filled with distilled water to the same level as was 
the case, originally, for the active solution, and counting was 
carried out by means of a Ge detector. The activity so determined 
yields the mass of the (residual) activity according to a calibration 
carried out earlier. 

(2) About 0.4 g of original solution for dilution. 
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ENEA 
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PSPKR 

Pm 
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Table 3 - ReEUlts of ionization-chamber treaSlI'enents of activity 
and adsorption tests for remaining activity 

Activity Activity renaining in ~SlI'ing instt'l.lIreIlt Number of 
concentration the "empty" amprule ure<! for adsorption tests additional 

at reference date after 2 rinsings rinsings 
with distilled ~ter 

(kBq g-l) (Bq) 

92 ± 12 Ge detector 

110 HP Ge detector 

96 1 NaI well type detector 1 

501 2 Ortec GMX 20190 Ge 
y-ray spectrometer 

1 413 t 25 ± 5 3 single NaI(Tl) detector 

1 436 0 4 

89 5 NaI detector 3 

1 531 t 6 100 6 4nIS 3 

43 7 127xl27 mm NaI(Tl) well detector 

1 420.9 t 8 NPL "671" type ionization chamber 1 9 

1 419 ± 7 0 11 660 11 Ge-Li 
1 417 ± 7 t 12 " ;..1 ." 

1 441 0 
13 530 ± 30 15 calibrated Y spectrometer 2 with 

1 439 t 14 (HP Ge detector with a Be windCM) diluent 

5 205.8 0 16 0 16 ionization chamber 2 
5 497.2 t 16 

1 425 ± 5 0 
17 calibrated ionization chamber 19 

1 425 ± 2 t 18 

Final 
residual 

activity 

(Bq) 

92 

110 

27 

36 

100 

100 10 

30 ± 10 15 

0 
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Table 3 (continued) 

0 before opening 
t after transfer 

1 date of the test 1988-06-28 
2 date of the test 1988-06-10 
3 date of the test 1988-06-14 
4 date of the measurement 1988-04-27 
5 date of the test 1988-05-16 
6 date of the test 1988-05-14 
7 date of the test 1988-05-09 
8 date of the measurement 1988-05-26 
9 rinsing with carrier 

10 date of the test 1988-06-22 
11 date of the measurement 1988-05-10 
12 date of the measurement 1988-05-12 
13 date of the mea surement 1988-05-11 
14 date of the mea surement 1988-05-18 and 1988-06-16 
15 date of the test 1988-05-12 
16 date of the mea surement 1988-06-20 
17 date of the measurement 1988-04-27 and 1988-04-28 
18 date of the measurement 1988-05-04 to 1988-06-15 
19 calibrated using the PTB value fron trial comparison 1987 [2] 



Labo-
ratory Diluent Nb. Dilution 

and of factor 
llEtho:i* dil. 

AECL** 0.001 M NaJH 2 16.667 

3 + 25 ~/1 NaI 40.280 

+ 60 ~/1 Na2S)3 

CBNM 5 x 10-4 mo1/1 NaJH 3 12.072 7 

4 + 2 x 10-4 mo1/1 NaI 25.148 4 

+ 10-4 mo1/1 Na2Sp3 42.213 6 

EI'L 5 x 10-4 mol/I NaJH 2 9.430 75 
3 +50~KI 7.754 19 

+ 50 Ilg NazS203 

NPL 5 x 10-4 mo1/1 NaJH 1 3.004 36 II 

3 + 50 ~/g sol. I/KI 
+ 50 ~/g sol. Na2S203 

NRC MS 

3 

VNIIM 0.02 g/l NaHCo
3 

2 4.933 

3 + 0.05 g/l KI 5.796 

+ 0.05 g/l Na2S)3 

Table 4 - Srurce preparation for electron camting 

Srurce backing -
Substrate Nunber of Total Wetting or Drying 

llEtal films llEtal llBSS seeding agent 
cooting layers (1Jg cm-2) 

VYNS 1 0 a 15 - 20 Catanac SN I normal lab. air 
Au-Pd 1 b withrut heating 

VYNS 1 5 

VYNS 7 1 0 a 5 9 simple drying 
",Au 8 2 b in a silica1 gel 
"~ 

. dessicator , 

VYNS 1 1 a 30 Catanac in air 
Au 1 b at 50 ~/g at ambient 

temperature 

VYNS 1 0 a 25 Catanac SN wann air 
Au-Pd 2 b 

X-ray film 1 1 a 40 Inaliin ambient atmosph. 

Au 1 b 

Range of 
Spec. 
treat-
llEnt 

2 0.25 to 1.04 3 

10 to 42 4 

6 8 to 32 

10 9.8 to 20.3 

12 12 to 26 

13 10 to 23 

14 20 to 40 

Nb. of Type of 
scurces 
used 

6 M:!ttler MS 

8 M:!tt1er MS 

8 M:!tt1er MS 

10 M:!tt1er MS 

8 M:!tt1er MS 

7 00-1000 

N 

" 
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Table 4 (continued) 

* The figures in this column refer to the methods used, as listed in 
paragraph 8 of the Table of contents. 

** U sed also for method 2. 

a Above. 
b Below. 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

On some sources. 

- Two sources by dispensing solution into 10 ~l of 240 mg/l AgN0 3 of 
aqueous solution, 

- Four sources by dispensing solution into 15 ~l of 240 mg/l AgN0 3 of 
aqueous solution. 

Of original solution. 

Of a dilution. 

Half an hour under humid atmosphere to allow for reaction, then dried 
in ambient air. 

An aliquot of AgN0 3 was added twice. 

15 ~g cm-2 • 

15 ~g cm-2 + 15 ~g cm-2 • 

Mean superficial density of solid contents of diluted solution 
including Ag. 

One drop of a freshly prepared 0.01 mg/g AgN0 3 of solution was added 
just after dispensing the radioactive solution onto source mount. 

Dilution factor determined by weighting but checked by means of an 
ionizlltion chamber with ampoules"whi'ch agreed to about 0.5 %. 

For each drop of iodine solution deposited on VYNS the laboratory 
added: 
- one drop AgN0 3 nitrate at 100 ~g/g 
- one drop Catanac at 50 ~g/g 
- one drop 0.01 M NaOH. 

Precipitated with AgN0 3• 

One drop of AgN03 (75 ~g/g of solution) was deposited on the active 
solution. 



Labora- Diluent Nb. Dilution 
tory perlorg of factor 
and of solution dil. 

trethcxi* 

AECL 10-3 molll Na)H 2 16.667 
1, 2 + 25 mg/l NaI 40.280 

+ 60 mg/l NazOO3 

BI.H1 5-10-4 molll Na)H 1 40.470 7 
1, 2 + 50 ~/g KI 

+ 50 f-Ig/g Na2Sp3 

CBNM 5-10-4 ~l/l Na)H 3 12.072 7 
1, 2 + 2-10 molll NaI 25.148 4 

+ 10-4 molll Na2~3 42.213 6 

mEN 5-10-4 molll Na)H 3 7.821 2 
1, 2, 4 + 50 ~/g KI 5.902 5 

+ 50 f-Ig/g Na2Sp3 9.352 8 

ENEA 5-10-4 molll Na)H 2 15.077 9 
1 + 50 ~g I/KI ± 0.001 2 

+ 50 f-Ig Na
2
S
2
0

3 
51.917 6 
± 0.004 6 

ETL 5-10-4 molll Na)H 2 9.43075 
1 +50~KI 7.754 19 

+ 50 f-Ig Na2Sp3 

IEA MS 
2 

Table 5 - Srurce preparation for X- arrl/or y-ra:y camting 

Substrate Number Total W:!tting Drying Special 
of llBSS or treat:l!ent 

films ~eding 

(~ cm-2) agent 

polyester 2 6300 nonml 1 

tape sandw. lab. air 
no heating 

VYNS 2 30 in air 4 

at ambient 
temperature 

VYNS 1 6700 7 added2x 
aliquot 

AgID3 
.. ~ 

112 8 collodion 1 2 20 dry air 
VYNS 4 2 4 

VYNS 11 2000 simple 12 

drying in a 
silica-gel 
dessicator 

mylar tape 1 40 air 14 

0.4 mg cm-2 

Range of Nb. 
srurce llBSS of 

srurces 
(mg) u~ 

0.25 to 2.4 2 6 
10 to 40 3 

12 to 55 

8 to 32 8 

8 to 50 20 

13 to 105 25 
26 to 151 

11.5 to 18.9 14 13 

3.8 to 10.1 13 

Type of 
OOlance 
u~ 

Mettler MS 

Mettler MS 5 

Sartorius UM 6 

Mettler MS 

Mettler MS SA 

Mettler MS 

Mettler MS 

Mettler 00/36 

Remrks 

9 

10 

N 
\0 



Labora- Diluent Nb. Dilution Substrate Nunber 

tory perlorg of factor of 
and of solution dU. films 

nethcxl* 

KSRI MS collcxlion 2 
4 

IMRI 5-10-4 mol/l NaOR 1 41.750 1 mylar 2 

2 + 50 ~/g I/KI ± 0.001 2 
+ 50 f-lg/g Na

2
S
2
0

3 

NAC MS plastic tape 1 

1 smdw. 
108 mg/l NaI +174 mg/l 

NazS203'SRz° 1 2.045 17 

-~ 

2, 4 MS pla~ic tape 1 
sandw. 

NlM 20 f-lg/l NaOR 1 1.131 8 mylar 2 
2 + 50 ~/ml I/NaI (3.5 mg cm-2) mylar 

+ 133 f-lg/ml Na
2
S
2
0

3 
Al 2Al 

(8.3 mg cm-2) 

NIST 1 0.26 to 0.75 ~/g NaOR 3 26.722 4 ion exchange 2 myl. 
+ 56 f-lg/g KI 32.817 4 paper strips films 
+ 215 lJg/g LiOR 76.774 5 (L=20mn 0.006 
+ 0.65 to 1.81 f-lg/g w= 4 nm cm 

NazS203 t = 0.3 mn) thick 

1 bis 56.14 f-lg/g KI 3 26.722 418 anion 23 24 

+ 221.6 ~/g LiDR 32.817 379 exchange 
+ 27.59 f-lg/g NazS0322 76.774 527 paper di!ks 

Table 5 (contimed) 

Total vetting Drying Special 
IlBSS or treatment 

f£eding 
(~ cnC2) agent 

30 to 40 15 air 16 

40 dried air 
under infra 

red lamp 

infrared 
lamp at 

50 cm dist. 

infrared 
lamp 

11 800x2 air 19 

6000 roon air 20 

to 
13 000 

15000 dried air ..... 
to at roon 

30000 temperature 

Range of Nb. 
SCllrce IlBSS of 

SCllrceS 
(mg) used 

12 to 24 7 

8 to 31 7 

1.96 to 44.9 8 

4.5 to 38.8 8 

36.76 to 49.54 7 

10 to 17 10 

15.787 10 
to 

34.593 

8.263 33 
to 

89.643 

Type of 
balance 
used 

Mettler MS SA 

Mettler MS 

Mettler 113 

Mettler 113 

Mettler 113 

TG 332A 

Mettler MS 

Mettler MS 

Remarks 

dry SCllrceS 

liquid " 

18 

20 

21 

25 

w 
o 



Labora- Diluent Nb. Dilution Substrate Number 

tory perlorg of factor of 
and of solution dU. films 

n:ethod* 

NRe M) VYNS cooted 1 
5, 6 with Au-Pd 

OMI 10-3 mol/l Na>H 1 19.441 
1 + 50 !lg/ g I/KI ± 0.002 

+ 50 !®'g KIO 
+ 50 ~/g NazS203 

PSPKR 0.02 g/l LIDH 1 5.263 mylar 2 

2, 4 + 0.05 g/l KI 
+ 0.02 g/l Na

2
S0

3 
inap -~ 

, 

Pm 60 ~/g NaI 2 5.4 VYNS cooted 1 or 2 
1 + 45 flg/g Na2S203 

7.8 with Au-Pd 

4 MS VYNS cooted 1 or 2 
with Au-Pd 

UVVVR 50 ~/g KI 31 2 10.603 3 polyethylene 2 
1, 2 + 50 flg/g NazS203 10.923 5 sandw. 

VNIIM MS X-ray film 2 

2 

Table 5 (contirued) 

Total Wetting Drying Special 
nass or treat:rrent 

seeding 
(~ cm-2) agent 

o above catanac wann air 26 

2 belaY SN 
25 

29 

50 air 26 

50 air 26 

4700 inrulin ludOK 

200 ambient 27 

atmosphere 

Range of Nb. 
8O.lrce nass of 

soorces 
(mg) us:rl 

10 to 23 8 27 

12 to 87 

5.27 to 26.06 6 

6 to 10 15 

6 to 10 7 

20 to 40 10 

50 to 100 7 32 

1Ype of 
1:alance 
us:rl 

Mettler micro-
granatic MS 

Mettler MS SA 

Mettler 
seni~cro 

Mettler ME22 
micro 

Mettler ME22 
micro 

Sartorius 1801 

CMD-1000 

Remarks 

28 

30 

W 
t-' 
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Table 5 (continued) 

* The figures in this column refer to the methods used, as listed in 
paragraph 8 of the Table of contents. 

MS Master solution. 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 

16 

Three sources were produced by dispensing solutions into 10 ~l of 
240 mg/l AgN0 3 aqueous solution and three by dispensing the solution 
into 15 ~l of 240 mg/l AgN0 3 aqueous solution. 

Of the original solution. 

Of a dilution. 

Addition of one drop of a 200 ~g/g HN0 3 solution to each source. 

For dilution. 

For sources. 

Half an hour under humid atmosphere to allow for reaction, then dried 
in ambient air. 

A drop of a 160 ~g/g AgN0 3 solution was deposited on the active 
solution. 

After drying the deposit was covered with a layer of VYNS. 

The sources used were glass ampoules treated with a hydrophobic 
agent; drops of diluted solutions were put in the ampoules which were 
filled to 1 cm3 with diluent solution and flame sealed; 
diameter of the body of ampoules: 17 mm, 
height of liquid in the ampoules: 5 mm. 

The foils were sealed in polyethylene sheets after drying. 

One drop of a freshly prepared aqde'Qus solution containing 0.1 mg/g 
AgN0 3 was added. 

For method 3 only 8 sources were measured in 16 different conditions. 

The active solution was deposited on a drop of double excess of AgN0 3 
solution. 

A drop of ludox SM 15-10-4 solution was deposited on the active 
solution. 

A drop of AgN03 solution diluted by a factor 10 was deposited on the 
active solution (~ 15 mg of solution). 



17 

18 

19 

20 

21 

22 

23 

24 

25 

26 

27 

28 

29 

30 

31 

32 

33 

Table 5 (continued) 

The dilution was used to prepare liquid sources which were placed in 
glass counting vials (2.5 cm in diameter) where 1 ml of distilled 
water was poured. 

The balance was found to be slightly unstable, leading to larger 
weighing uncertainties than usual. 

A drop of solution of AgN03 (1 mg/ml) was deposited on the active 
solution. 

Ion exchange resin was used. 

Measurements performed by C. Ballaux. 

Per gram of carrier. 

Diameters from 6 mm to 22 mm. 

Two layers of polyester tape 0.006 cm thick. 

Measurements performed by Dan Golas and Don Gray. 

Precipitated with AgN0 3 • 

A drop of AgN0 3 (22 ~g/g of solution) was deposited on the active 
solution. 

The active solution was put in brown medical glass ampoules with a 
body diameter of 15 mm; the height of liquid was 8 mm; all ampoules 
were filled to 1 g. 

At room temperature (dessicator with silica gel). 

Three groups of 5 sources each were produced, each group after 
transfer of the solution to a PTB ampoule and ionization chamber 
measurement. 

Per gram of water. 

Nine sources were measured with method 3. 



Table 6 - Liquid-scintillation camting 

Labora- Camting Nb. DiJntion DiJnent Nunber I Canposition of the ~intillation soJntion I ReJmrks 
tory vessel of factor of 
and diJnt. soorces 

rethod* us:!d 

NAC glass 20 m1 1 2.045 108 ng/l NaI 7 12 m1 of a camercial xylene-oo.s:!d I each srurce canpri s:!d 
6 + 174 ng/l rintillation cocktail abOlt 45 mg of diJntion 

N~S203'~O (Instagel fron Packard) 

* The figure in this coltmn refers to the reth~ us:!d, as listed in paragraph 8 of the Table of contents. 

.~ 

w 
~ 



Table 7 - 411: prq:>crtiroal camters u~ by the participants 

Ano:le 
labcra- Wall Height Distance Voltage Gas Pres9.1re Discriminatim Dead 

tory material of each Material Dianeter Length fron applied level t:hre 

and half srurce 
retho:l* (mn) (mn) (mn) (mn) (kV) (MPa) (keV) (\1s) 

AECL 3 stainless steel 1 21 W (Au coo.ted) 0.013 36 10 1.8 to 2.5 2 CH4 0.1 0.1 to 5 3 2.55 ± 0.03 

EfL brass Au 4 20 W (Au coo.ted) 0.05 70 10 2.4/2.5 Ar + 10 % (}l4 0.1 0.5 to 2 7.85 
4 coo.ted 5 

NPL4 Ch and perspeK 6 14 Mo (Au coo.ted) 0.075 75 8 1.875 to 2.3 Ar-CH4 0.1 0.3 7 1.48 
(Ag coo.ted) 

NRe AI. 25.4 stainless steel 0.025 38 12.7 1.5 Ar-CH4 0.1 60 to 460 (mV) 2.1 
4, 7, 8 CH4 

.~ 

VNIIM 4 AI. 8 20 
, 

W 0.03 100 15 2 to 3.2 Ar + 10 % (}l4 0.1 0.3 2.0 ± 0.1 

* The figures in this colunn refer to the retho:ls u~, as listed in paragraph 8 of the Table of cmtents. 

1 The upper and l<Mer walls of the prq:>crtiroal camter q:>pa3ite to the srurce and facing the NaI(Tl) detectcrs cmsisted of 0.9 mg an-2 

Al-coo.ted polyester film. A s::hanatic view of the detectcr is given in [4J. 
2 The voltage WiS varied to pro:luce an effective change in the discriminatim level. 
3 At laY electrm energies the detectim efficiency is varied by changing the bias Voltage applied to the 411: prq:>crtiroal camter to vary 

the gas amplificatim [5J. 
4 The prq:>crtiroal camter had the Ehape of a rectangular bex. 
5 The tq:> of the camter WiS replaced by an Al foil 0.2 mn thick. 

6 The tq:> of me half of the prq:>crtiroal camter cmtained a large windav of 1I'\Ylar, coo.ted m both sides with Al (tct:al density 
0.9 ~ an -2) to enable X rays to reach the Ge detectcr (Fig. 2). 

7 This value WiS chosen in the centre of the plateau. 

8 The prq:>ortiroal camter WiS pill-bcx &!aped. 

w 
VI 



Table 8 - Scintillation detectors for X- and y-ray detection, dead times 

Labo- . Number and nature . Scintillation detectors 
ratory of crystals Resolution 
and Olter dim. liole size Phototube Solid angle 

mathod* ordinary ~type diam. reight diam. depth (NIM**) 
(mn) (mn) (mn) (mn) (%) (keV) (sr/41t) 

AECL 1 

2,3 2 NaI(Tl) 51 1 34 (at 28 keV) 9.5 0.43 

BTIM 1,2 2 NaI(Tl) 2 76.2 76.2 2 RCA8054 7 (at 662 keV) 3 46.3 0.688 

CBNM 1 NaI(Tl) 152.4 152.4 SO 100 29 (at 27.5 keV) 8 0.983 

2,3 2 NaI(Tl) 51 6 33 (at 27 keV) 9 0.08 to 0.796 

·t 

5 2 CsI(Tl) 5 51 24 10 5 25 (at 60 keV) 15 ~1 

CNEN 1,2 2 NaI(Tl) 76 76 22.2 (at 28 keV) 7 6.2 

4 2 NaI(Tl) 51 6 57 (at 28 keV) 16 0.015 to 0.485 

ENEA 1 NaI(Tl) 82 104 25 70.5 24 (at 28 keV) 6.7 0.991 

ETL 1 NaI(Tl) SO.8 SO.8 17 34 26 (at 28 keV) 7.3 0.75 

3 NaI(Tl) 37.6 2 40 (at 28 keV) 11 

rEA 2 2 NaI(Tl) 25 5 8 (at 662 keV) 53 0.028 

Distance 
co.mter-

scurce 
(mn) 

4 

25 

10 to 20 

1 to SO 

0.0035 6 

10 

1 to 100 

4 

0 

30 

6.5 

Dead times 
for y- and/or 
X-ray channel 

(I-I-s) 

1 

2.55 ± 0.03 

5.001 ± 0.004 
on both channels 

Lt 

5.9 

10.6 

3.100 ± 0.040 
3.172 ± 0.038 

5.20 ± 0.05 
on both channels 

5.00 ± 0.02 

8 

2.5 

8 

W 
0\ 



Labo- . Number and nature . Scintillation detectors 
ratory of crystals 
and ruter dim. hole size 

rethod* ordinary "t\cll type diam. height diam. depth 
(urn) (mu) (urn) (urn) 

KSRI 4 2 NaI(Tl) 38.1 1 

lMRI 2 2 NaI(Tl) 44 2 

NAC 1 NaI(Tl) 75 75 

2,4 2 NaI(Tl) 50 50 

6 NaI(Tl) 75 75 

NIM 2 2 NaI(Tl) 10 40 2 

NIST 1 NaI(Tl) 50.8 50.8 6.7 50.8 12 

1bis 2 NaI(Tl)16 24.6 17 

NPL 4 

NRe 3 2 NaI(Tl) 76 76 

7,8 2 NaI(Tl) 50.8 1.0 

om 1 NaI(Tl) 28 35 16 29 

PSPKR 1 NaI(Tl) 115 90 20 65 

2 2 NaI(Tl) 176 76 

4 2 NaI(Tl) 176 76 

Table 8 (cOIltimed) 

Resolution 
Phototube Solid angle 

(NIM**) 
(%) (keV) (sr/4n) 

16.8 (at 59.5 keV) 10 

9.5 (at 662 keV) 63 ~ 0.5 

7.0 (at 662 keV) 46 ~ 0.5 

2 RCA88509 

30 (at 59.6 keV) 11 18 

27 (at 28 keV) 13 7.6 0.987 

25 (at 28 keV) 18 7 0.8 

7 (at 662 keV) 46 

50 (at 5.9 keV) 3 

19.2 (at 59.5 keV) 11.4 0.975 

27 (at 28 keV) 7.6 

19 (at 28 key) 5.3 

19 (at 28 keV) 5.3 

Distance 
camter-
snrce 
(mu) 

1 to 150 

"" 25 

0 

3 to 100 

"" 15 

4 14 

"" 2.5 

33 

33 

5 

1.8 

0.3 to 4.3 

Dead tines 
for Y- and/or 
X-ray channel 

(lls) 

4.00 

20 

1.22 

3.192 

54.0 

4.2 

15 

15 

19.9 

+ 19 
2.01 - 0.002 20 

5.06 
2.10 ± 0.02 

5.0 

5.0 

w 
~ 



Labo- . Nt:nnber and nature . Scintillation detectors 
ratory of crystals 
and ruter d:im. hole size 

rethod* ordinary ~l type diam. reight diam. depth 
(mn) (urn) (urn) (urn) 

PTB 1 21 

4 2 NaI(Tl) 75 6 

UWVR 2 NaI(Tl) 40 20 

VNIIM 2,3 2 NaI(Tl)10 10 40 3 

-t 

Table 8 (continued) 

Resolution 
Phototube Solid angle 

(FWJM**) 
(%) (keV) (sr/41t) 

~ 30 (at 30 keV) ;>; 0.5 

30 (at 28 keV) 8.4 22 

23 (at 28 keV) 6.5 0.01 

Distance 
camter-

SCllrce 
(urn) 

3 to 150 

0.05 

8 to 12 

Dead ti.mas 
for Y- and/or 
X-ray channel 

(l-1s) 

5.00 ± 0.05 

1.5 ± 0.1 

w 
00 
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Table 8 (continued) 

The figures in this column refer to the methods used, as listed in 

paragraph 8 of the Table of content s. 

FWHM = full width at half maximum 

Live-time measurements. 

Only one for method 1; in this case the solid angle was 0.344 (sr/4TI). 

For one detector; for the other one the resolution was 6.7 % 

(44.5 keV) at 662 keV. 

4. Live-time correction of the multichannel analyzer Canberra S100. 

5 For further details on the detector system, see [6]. 

6 Foil thickness. 

7 

8 

9 

10 

11 

12 

13 

14 

15 

16 

17 

18 

19 

20 

21 

22 

For one detector; for the other one the resolution was 24.8 % 

(6.9 keV) at 28 keV. 

Live-time mode was used. 

These phototubes were used to detect electrons. 

With a Be window. 

For one detector; for the other one the resolution was 26 % (16 keV) 

at 59.6 keV. 

Through hole. 

At 59.4 keV the resolution of the detector was 18 % (10.7 keV). 

Mean distance between photon counter and source center. 

Live-time correction of the mult~cQaJ1nel analyzer. 

Two independent measurements were made using the same method. 

One detector was 0.4 mm high, the other 0.8 mm high. 

At 59 keV the resolution of the detector was 15 % (9 keV). 

Fixed dead time for the gamma monitor channels. 

Common extending dead time for the ~ and anticoincidence y channels. 

The sum-peak activity measurements were based on method 1 modified for 

peak area evaluations with a highly-resolving Si(Li) detector. 

1 for method 1 and 2·0.5 f or method 2. 



Table 9 - Semi-conductor detectors for X- and y-ray detection, dead times 

Semi-conductor detector 
Labora- Distance 

tory Nature Dimensions Volume "Relative Energy Window between Dead times 
and and type efficiency resolution mate- thick- Solid angle counter for y- and/or 

method* r/J (mm) FWHM** rial ness and source X-ray channel 
h (mm) (cm3 ) (%) (keV) (mm) (sr/41t) (mm) (fl. s) 

AECL Ge 440, 35 3.4 0.93 Be 0.13 0.083 35 2.55 ± 0.03 
1 at 28 keV at 28 keV 

NPL Ge-N type 85 0.92 Al 1.0 40 2 19.9 
3 at 122 keV 

NRC 2 Ge(Li) 2.2 40 2.01 ± 0.002 
3 at 662 keV 5.06 

NRC Si(Li) 6, 6 .~ 0.170 Be 0.13 45 2.10 ± 0.02 
7, 8 . at 5.9 keV 

PTB 

* 
** 

1 

2 
3 
4 
5 

Si(Li) 5 16, 5 3.6 Be 0.05 8.5 
1 at 5.9 keV 

The figures in this column refer to the methods used, as listed in paragraph 8 of the Table of contents. 
FWHM = full width at half maximum. 

Live-time measurements. 
Distance between face of Ge crystal and source = 45 mm. 
Fixed dead time for the gamma monitor channels. 
Common extending dead time for the beta and anti-coincidence gamma channels. 
The sum-peak activity measurements were based on method 1 modified for peak-area evaluations with 
a highly-resolving Si(Li) detector. 

1 

3 
4 

.I::"­
o 
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Table 10 

Coincidence and anticoincidence camting 

Labora- Dead tines Coincidence Renatks 
tory & 't 't resolving tines e 

(f1.1) method* (f1.s) 

AECL 2.55 ± 0.03 2.55 ± 0.03 1 0.72 ± 0.01 2 

2,3 
1 BTIM 5.0)1 ± 0.004 0.239 ± O.(X)l 

1 
1 CBNM 5.90 ± 0.02 0.80 ± 0.08 Dead tines determined with the 

2,4 two-pulser method. 

CNEN 3.100 ± 0.040 3 0.952 9 ± 0.000 9 3 Accidental coincidence rate observed with 
1,2 3.172 ± 0.038 Lt 0.980 6 ± 0.001 0 Lt 

uncorrelated randan pulses. 
5.20 ± 0.05 1 0.802 ± 0.004 1 

FNEA 5.00 ± 0.02 
1 

ElL 7.85 ± 0.10 2.5 ± 0.1 0.815 ± 0.05 Dead tines determined by the dooble-pulse 
3 generator method and coincidence resolving 

tine determined by the soorce-pulser method. 
t 

IEA 8 ± 0.2 1 1 ± 0.05 Dead tines and coincidence resolving tines 
2 determined by means of two oscillators. 

KSRI 4.00 ± 0.01 1 1.05 ± 0.005 Dead tines and coincidence resolving tine 
4 determined by means of a calibrated oscil-

loscope (Tektronix 2465). 

IM.U 20 0.500 

NAG 1 1.22 
2,4 3.192 ± 0.036 1 5 0.495 0 ± 0.001 4 6 

6 fran 1.005 54.0 ± 1.0 5 0.47 ± 0.004 6 

to 1.135 
. 5 7 ".' ;..1 .• 

NIM 4.2 ± 0.2 0.98 ± 0.05 2 
The coincidence resolving tine WiS determined 
using accidental coincidences. 

NPL 1.48 ± 0.02 19.9 ± 0.1 0.70 ± 0.02 2 Dead tines ~re determined by means of a tail-

1 
pulse generator with a calibrated oscilloscope. 

!MM 2 1.5 ± 0.1 0.5 ± 0.02 Dead tines determined by means of a soorce and 
4 2.0 ± 0.1 2.0 ± 0.1 2.0 ± 0.1 a generator. Coincidence resolving time 

obtained using the delayed coincidence rurve. 

NRC 3 2.10 ± 0.02 2 live time 0.950 ± 0.050 2 

corrections 
7 2.01 ± 0.0028 5.06 ± 0.05 9 



labora­
tory & 
rrethcd* 

OM:{ 

1 
PSPKR 

2,4 
Pm 

4 

'" e 
(l-Ls) 

Dead times 

'" (l-L~) 

6.045 ± 0.005 

5.0 

5.00 ± 0.05 
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Table 10 (cmUnued) 

Coincidence 
resolving times 

(l-Ls) 

10 

1.0 

1 1.00 ± 0.02 

Ren:arks 

Fixed dead times. 

Dead times and coincidence resolving time 
have reen detennined by the two-~illater 
rrethcd. 

UWVR 

2 
5.987 ± 0.010 11 0.498 ± 0.006 2 Dead times have been detennined by 1l.EanS 

of the two-o~illater rrethcd. 

VNIIM 2 
4 2.0 ± 0.1 

1.5 ± 0.1 
2.0 ± 0.1 

1 0.5 ± 0.02 
2.0 ± 0.1 

Dead times detennined by 1l.EanS of a srurce 
and a generator. Coincidence resolving time 
obtained using the delayed coincidence curve. 

* The figures in this coltnm refer to the rrethcds med, as listed in paragraph 8 of the Table of cmtents. 

1 On boch channels. 
f 

2 Dead times detennined by the srurce-pul~r rrethcd as de~ribed in [7]. 

3 Values fer the first windaY (16 keV to 45 keV) m boch detectors and for boch rrethcds. 

4 Values for the ~cmd windaY for boch detectors: rrethcd 1 (45 keV to 72 keV), rrethcd 2 (16 keV to 72 keV). 

5 The rutputs fron Na1(Tl) detectors and preamplifiers \\ere terminated into a 50 Q paoer divider at the input 
of the amplifier. No change in gearetry and detecters ms mde. Only the high-voltage 9.lpply to each 
detector ms alternatively svitched m and off. 

t { [ m12(m1~2-m12)]1/2} "D = 1112 1:- 1 - 111 IDz ' Yhere 'ffiJ. "1a:n.d m2 are the camts obtained fron the ~parate 

channels, 1llJ.2 the canbined camt and t the camting time. 

6 Each Na1(Tl) detect er viet\ed an independent 1251 srurce. The di~ri.minater OltputS fron each X--ray channel 
~re fed to the inputs of the coincidence unit. The resolving time ms calculated fron '"R = ct/~IDz' vmere 
tn:Land m2 are the camts obtained fron the ~parate channels, c the randon coincidence camt and t the 
camting time. 

7 The value of the dead time in the electrm channel depends m the bias ~tting. 

8 Fer gamm mmit or channel s. 

9 Fer beta and anticoincidence gamm channels cOllllm extending dead time. 

10 Fer me channel; for the ocher '"2 = (6.035 ± 0.005) l-Ls. 

11 Fer me channel; for the ocher '"2 = (5.985 ± 0.010) l-Ls. 
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Table 11 - Camting data for the different nethods 

Laboratory Windcw limits or Typical Backgroond Number of Typical tiIre for Date of 
am discrlin.threShold camt rates rates 9O.lrces one Dea9.1rarent Dea9.1rarent 

nethod* (keV) (s-l) (s-l) Dea9.lred (s) 

AECL 1 88-07-14 
2 10 to 90 100 to 1 700 0.3 ± 0.1 6 1 000 88-07-11 to ~29 
3 0.1 to 5 250 to 1 250 0.5 ± 0.5 6 1 000 88-07-20 to 8fHJ8-13 

BIPM 1,2 80 to 270 2.2 24 10 800 1 
~6 to 88-06-29 

CBNM 1 o to 86 1500 16 6 15 000 aroond 88~5-15 
2 

2 7 to 20 3 50 to 1 000 4 4 1 000 5 .. 
end of amplif. 4 

4 7 to 20 3 50 to 1 000 4 4 1 000 5 
end of amplif. 4 

5 7.4 6 300 to 1 800 4.1 8 20000 

CNEN 1 16 to 45 7 400 to 2 500 5.7 20 5 400 8~9to~30 

45 to 72 8 

2 16 to 45 400 to 2 500 5.7 20 5400 
16 to 72 

4 10 to 100 3000 20 9 200 to 10 000 ~lto~30 
f 

ENEA 1 10 to 40 7 2000 7 1.75 7 25 600 88~~ to~23 
40 to 80 8 600 8 0.75 8 

EfL 1 14 to 43 7 1 000 7 1.36 7 14 2000 8fHJ6-26 
43 to 82 8 600 8 0.76 8 

3 9 10 to 43 130 0.6 8 11 1 500 8~-30 

0.5 to 3 800 10 6 8 11 1 500 

IFA 2 60 12 3000 1.8 13 1 800 ~-15 

KSRI 4 14 to 76 200 to 6 000 8 7 600 88-07~ 

llRI 2 500 " 5'1'" 7 2000 8fHJ~5 to ~29 

NAC 1 14 to 42 12 900 to 21 000 1.9 8 200 to 1 000 8~15 to ~16 
2,4 22.5 12 275 13 9 15 7 400 13 88-06-13 to 8fHJ6-16 

730 14 8000 14 
6 45 to 70 12 16 17 34 1.06 7 3000 88~6-14 

~ 2 18 26 000 6 to 20 7 3000 

NIM 1 14 1 500 3 to 8 10 1200 88-08-17 to ~18 

NIST 1 19 1 000 20 1.33 10 2x3 000 88-05-10 to 88-05-15 
1bis 2 to 100 150 to 2 000 0.3 33 4000 8fHJ6-17 
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Table 11 (continued) 

Laboratory Windav limits or Typical Backgramd Ntnnber of Typical tiJre for Date of 
ard discrlin.threShold ccunt rates rates Entrees one llEaSlrerent llEaSlremant 

IlEthod* (keV) (s-l) (s-l) llEaSIred (s) 

NPL 3 21 25.6 to 33.5 300 0.15 10 500 &H:>6-23 
22 0.3 3 <XX) 2 10 500 .. 

NRe 7 22 60 to 460 23 12 <XX) to 35 <XX) 24 0.5 8 10 800 &H:>5-15 
8 22 60 to 460 23 12 <XX) to 35 000 25 0.5 8 10800 

om 1 13 to 43 7 3 <XX) 26 0.3 18 1 000 &H:>5-17 to 88-05-20 
43 to 78 8 8&{)6-14 to 88-06-17 

PSPKR 1 200 to 2 300 7.1 7 9 1 <XX) 88-07-05 to &H:>7-06 
43 8 

2 15 to 44 870 to 1 500 3.0 6 160 88-07-05 to &H:>7-14 
4 15 to 44 870 to 1 500 3.0 6 800 

PI'B 1 20 to 38 7 400 0.04 7 27 10000 &H:>6-25 
38 to 69 8 

4 17 to 100 20 <XX) 28 2 15 1 000 29 &H:>S-Q3 to 88-06-28 

UVVVR 1 12 to 41 7 2880 3.3 10 10xl00 &H:>5-19 to &H:>5-24 
41 to 128 8 

2 12 to 128 2 880 3.3 10 10xl00 

VNIIM 2 20 to 40 12 2300 30 0.2 7 2 000 &H:>5-18 
3 <XX) to 6 <XX) 31 2 to 5 9 2 <XX) &H:>5-18 

3 600 32 2 
130 to 400 31 33 0.05 

~. '., 



* 
1 

2 
3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 

16 

17 

18 

19 
20 

21 

22 
23 

24 

25 

26 
27 

28 

29 

30 

31 

32 

33 
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Table 11 (continued) 

The figures in this column refer to the methods used, as listed in 
paragraph 8 of the Table of contents. 

From one source of very low activity: 86 400 s; for the other sources: 
7 200 s. 

The measurements have been repeated around 1988-06-15. 
Low-level discriminator. 

Upper level discriminator. 
For one data point. 255 data points were measured. 

Extrapolation. 
For the single peak. 

For the sum peak. 
Counting data for X and y rays. 

Counting data for electrons. 
Under 16 different conditions. 

Discrimination window. 
At 3 mm. 

At 100 mm. 
The coincidence background rate varied with distance and was 0.185 s-l 

at 3 mm and 0.012 s-l at 100 mm. 
Counting data for X and y rays. 

Sum peak only. 
Counting data for electrons. 

Extrapolated to zero energy. 
Spectrum measured between 6 and 110 keV to include triple (accidental) 

coincidences. 
X- and y-ray counting. 

Electron counting. 
In mV .• 

82 measurements were made. 
36 measurements were made. 

For the total spectrum. 
27 measurements were performed. 

At low source7detector distances. 
Time for one data point. One extrapolation needed about 50 to 400 data 

points. Maximum value at low distance. 
4n proportional counter. 

For E i and E ,respectively, where E = N IN varies between 0.15 m n max c y 
and 0.65. 
Scintillation counter. 

For the coincidence channel. 
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Table 12 - Ccrrectims applied in calculating reSJIts 

Labera- ~tho:l Back- Decay Tailing Decay!cllare data Dead 
tcry gramd of peak time 

AECL 

BllM 

CBNM 

* (%) (%) (%) (%) 

2 

3 

1, 2 

1 1 12 

PK = 0.797 ± 0.001 
~ = 0.877 ± 0.020 
P = 0.066 7 ± 0.001 3 
<{ = 11.9 ± 0.2 
a = 14.0 ± 0.3 1 

0.5 PK = 0.796 9 ± 0.001 7 
~ = 0.875 ± 0.011 
Py = 0.066 7 ± 0.002 2 
<1< = 11.9 ± 0.5 

Rermrks 

The X-X coincidence rates v.ere ccrrected fer 
accidental coincidences. 

Individual e-X coincidence rates v.ere corrected 

fer delay misnatch and accidental coincidences. 

Py = 1/(1 + ~. 
P1 = PK~; P2 = (1 + ~~)/(1 + a). 
(P1P2)/(P1 +P2)2 = 0.2495 ± 0.000 8. 
K= Py(l + ~~)/PK~. 

2, 4 0.4 12 K'=O.9981 ± 0.002 2 2 0.6 The C<x-ISlam fcrnulae [14] fer dead-time 

5 0.2 0.2 '1.+ = 2.09 
to to 
1.4 0.4 3 

1 

2 

ENEA 1 

0.3 
to 
1.8 

If 

If 

~r .• 

ccrrectims v.ere used. 
Other ccrrectims applied: 

- sOlid angle 0.04 %, 
- self-abscrptim fer electrms 3 %, 
- foil absorptim for electrms 0.48 %. 

ExtrapOlatim to zero camt rate. 

The C<x-Isham fcrmulae [14] v.ere used for 
ccrrecting the camt rates. 

(P1P2)/(P1+ P2)2 = 0.249 4 ± 0.000 5. 
The peak separatim WlS dme ~ a linear 
ex.trapotatim m tails. The accidental s..mming 

in the coincidence peak WlS taken into accamt 
by an ex.trapOlatim to zero camt rate. 
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Table 12 (cmtinued) 

Labera- Methai Back- Decay Tailing Decay s::1lenE data Dead 
tcry gramd of peak. time 

ElL 

lEA 

KSRI 

IMRI 

NAC 

* (%) (%) (%) (%) 

1 

3 

2 

4 

2 

1 

2 

P
K 

= 0.796 9 
w.rz = 0.877 
'1< = 11.986 
a = 14.02 

PK = 0.797 

w.rz = 0.877 
'1< = 11.9 
a = 14.02 

P
K 

= 0.797 
w.rz = 0.877 

'1< = 11.9 
a = 14.0 

,." "1 .~ 

K = 1.090 8 
4K/(1+K)2 = 0.998 1 

Remarks 

Effect due to the accidental S.IIll in the pulre­

height distrilutim. The resllts ~re ccrrected 
~ extrapolating hlck to zero srurce strength 
(9:!e Fig. 1). 
PI = PK~ = 0.698 6. 
P2 = ('1<~ + 1~/(1 + a) = 0.766 4. 
PIP2/~Pl +P2) = 0.249 40. 
No = L(N1 + 2 N2)2/N2] [P1P2/(P1 + P2)2] F, 

Yhere F is a ccrrecting factor for accidental 
S.IIll effect. 

10 % of ccrrectim fer accidental coincidences. 

The Carrpim fonrulae ~re us:!d [16]. 

Ccrrectims fer dead time, resolving time, decay 
and hlckgramd. 

4 K/(1 +K)2 = 0.998 1. 

PI = 0.699; P2 = 0.762 7. 

Ccrrectim fer hlckgramd, dead time, resolving 

time, lu~ancy, and decay. 
The coincidence camt rate was ccrrected using 
the formula given ~ Bryant [IS]. A fcrmula WlS 

derived to estimate the tmcertainty in N • Fer 
o 

each srurce, trea9JretreIlts ~re m:tde for a range 
of srurce-to-detecter distances and canbined to 
give a ~ighted rrean and the ccrrespmding 
tmcertainty using the uSJal fcrnul.ae. 
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Table 12 (cmtirrued) 

labara- ~thal Back- Decay Tailing Decay ~hene data Dead 
tinE 

(%) 

Remnks 
tc:ry gramd of peak 

* (%) (%) (%) 

NAG 4 

6 

mM 2 

NIsr 1 

1bis 

NPL 3 

NRC 7 

8 

K = 1.090 8 
4K/(1+K)2 = 0.998 1 

PK = 0.797 ± 0.001 
W[ = 0.877 ± 0.02 
OK = 11.9 ± 0.2 
ex = 14.0 ± 0.3 

.... ;..-t·· 

The sane correctims as fer nethal 2 ~re 
applied. A fcrnula ~s derived to estimate the 
tmcertainty for each y(x) neaSJrenEI1t and u~ 
to ~igh the values apprq:>riately fer the 

fitting prccess. 

Correctims ~re applied for backgramd, dead 
tinE, coincidence resolving tinEs (0.47 I1s), 
Sitellite puls:!s (0.12 % to 0.23 %), b..tyamcy 
and decay. 

4 K/(1 +K)2 = 0.998 1. 

Sum-peak tail correctim canputed as 1.2 tinEs 
the semi-lcgarithmic tail. 

~ efficiency £ = 0.819 ± 0.006. 
EXtrapolatim to zero camt rate. 

£~ ~s varied by changing the high voltage in 
25 V steps. The backgramd ~s Slbtracted at 
each voltage (this did nd:: change significantly 
O1er me ~). The Cex-Iffiam (malified by 

Smith) fcrnula [17 ] was applied to correct for 
dead tinE and resolving tinE. 

The uSlal decay correctim was rmde. Correctims 

fer backgramd and radimctive decay ~re 
applied. 

Correctims fer backgramd, dead tinE, resolving 
time and radimctive decay ~re applied. 
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Table 1Z (contimed) 

labora- ~thod Back- Decay Tailing Decay scheI!e data 
tory gramd of peak 

* (%) (%) (%) 

om 1 

PSPKR 1 

Pl'B 1 

4 

UWVR Z 

VNIIM Z 

Py = 0.066 7 

K = 1.11Z 
PK = 0.797 

UX = 0.877 
<)z = 11.9 
a = 14.0 

Dead 
tine 

(%) 

Remrks 

The ccunt rates for the singles events N1 and 
for the s.mr-coincidence peak event s N have been 
corrected for dead tine, tackgramd and decay. 
A tail correction has also been applied. An 
eld:rapolation to zero ccunt rate has been tmde 

in order to eliminate the effect of accidental 
s.mming in NZ. Therefore, activities between 

0.8 kBq and 9 kBq ~re trea9JI'ed. To obtain the 
area under the singles peak N1 and the 9.lIll peak. 

NZ, tt\O timing single-channel units ~re used 5. 
The singles-peak. tail and the a..m-peak. tail have 
been detennined graphically. 

P1 = PKUX' Pz = (1-+<)fk)/(1-klT). 

Extrapolation to zero coont rate. Correction 
I 

data for tackgramd and decay. ' 

P1 = P~ = 0.699 0; <)Z~(1 ~ = 0.695 7. 

The Cax:-IEham fonmla [14] WlS used. 

The Cax:-ISlam fonrula [14] WlS used. 

4 K/(1 +K)2 = 0.9996. 

* The figures in this column refer to the methods used, as listed in paragraph 8 
of the Table of contents. 

1 These values lead to K = 1.097 8 ± 0.027 6. 

2 

3 Exponential tail below 7.4 keV. 

It The same values were used as for the BIPM. 

5 Canberra model Z037A combined with a dead-time generator constructed at the OMH. 
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Table 13 - Uncertainty canponents of the final reailt (in %) 

laboratory AECL BIPM 

M:thod* 1 2 3 1 2 1 

Canponents due to: 

coonting statistics 0.14 1 0.04 3 0.04 9 0.117 0.04 0.15 
~ighing 0.02 1+ 0.02 1+ 0.02 1+ 0.025 5 0.025 5 0.15 10 

dead time included ~ 0.01 5 ~ 0.01 5 0.08 0.05 11 

oockgramd 0.05 2 6 6 6 6 0.10 

pile-up included ~ 0.01 0.01 
timing 0.10 0.01 0.01 
adsorption ~ 0.01 ~ 0.01 7 ~ 0.01 7 
impurities ~ 0.01 ~ 0.01 8 ~ 0.01 8 

decay sclleJre (K factor) 0.03 0.03 ~ 0.01 0.16 0.058 0.22 
half life 0.117 0.32 0.07 

dilution factor 0.004 8 0.004 8 
peak separation 0.45 

NI 0.2 

N2 0.3 

detection efficiency 

tail extrapolation 

resolving time 

fitting of extrapol. rurve 

accidental s.nnning 
l~r level dis::rim. for NI 
gate 

accidental coincidence 

after pilse 
spurirus pilses •... ~.". 

threshold drift 
satellites 

~ effects 
extrapol. to zero coont rate 

srurce-to-detector distance 

Gandy effect 

other effects 

Canbined tmcertainty 0.18 0.06 0.05 0.5 0.33 0.5 

CBNM 

2 4 

0.44 0.30 12 

0.15 10 0.15 10 

0.10 0.10 
0.10 0.10 

0.10 0.10 

0.22 0.22 13 

0.07 0.07 

f 

0.55 0.44 

5 

0.0 5 

o 
o 

0.2 
0.1 

0.1 o 

0.0 7 

0.1 

0.2 

o 
o 

o. 34 
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Table 13 (continued) 

Laboratory CNEN ENEA ETL lEA KSRl IMU 

M:!thod* 1 2 4 1 1 3 2 4 2 

Canponents due to: 

counting statistics 0.23 0.20 0.27 14 0.08 0.1 17 0.4 26 0.050 0.21 31 0.06 
w:ighing 0.10 0.10 0.03 0.02 0.01 18 0.02 18 0.030 0.03 32 0.03 
dead t:iIre 0.006 0.002 0.14 0.01 0.02 27 0.040 0.02 33 0.028 
hickgramd 0.005 0.008 6 0.05 0.01 0.01 0.003 0.002 34 0.024 

. pile-up 0.1 19 

t:iming 0.005 0.005 '" 0.05 0.002 15 0.05 28 0.010 0.01 35 0.003 
adsorption '" 0.01 0.001 0.01 20 0.01 20 

impurities 0.01 21 0.01 21 

decay !rllene (K factor) 0.16 0.16 0.12 0.2 0.1 22 0.210 0.02 0.07 
half life 0.06 0.06 0.08 0.1 23 0.1 23 0.47 

dilution factor 0.01 0.05 24 0.05 24 0.0029 

peak. eeparation 0.04 

N1 r 

N2 
detection efficiency 
tail extrapolation 0.28 0.45 29 

resolving t:iIre 0.09 0.06 
fitting of extrapol. curve 0.11 0.22 36 

accidental smming 0.1 
l<X\er level discrim. for N1 0.01 16 

gate 0.3 25 

accidental coincidence 0.1 30 

after IUlee 0.3 
spurious IUlees 

.... ;..-t·· 

threshold drift 
satellites 

s.mr-peak effects 
extrapol. to zero camt rate 

8O.lrce-to-detector distance 
Gandy effect 

other effects 

Canbined mlcertainty 0.41 0.28 0.36 0.603 0.37 0.69 0.23 0.56 0.11 
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Table 13 (cmtinued) 

Laberatary NAC NIM NIST NPL NRC 

Methai* 1 2 4 6 38 2 1 1bis 3 7 8 

Canpments due to: 

camting statistics 0.103 0.022 0.065 0.32 39 0.2 0.08 0.08 0.07 0.05 53 0.05 53 

~ighing 0.075 0.075 0.075 0.05 0.06 0.08 42 0.15 0.09 49 0.05 54 0.05 54 

dead tiIIE 0.001 0.005 0.002 0.09 0.01 0.1 43 0.05 0.02 50 55 0.03 

backgramd 0.001 0.003 0.019 0.05 0.01 0.005 0.01 0.01 0.02 0.02 
pil~p 0.1 0.05 0.05 
timing 0.04 0.01 56 0.01 56 

adscrptim 0.05 44 0.08 44 0.01 0.01 57 0.01 57 

inq:urities .;; 0.01 .;; 0.01 .;; 0.0151 58 58 

decay rlene (K fact er) 0.17 0.12 0.12 0.06 0.13 
half life 0.2 0.02 45 

dilutim facter 0.06 0.05 
peak reparatim f 

N1 
N2 
detectim efficiency 0.1 46 

tail eKtrapriLatim 0.15 47 

resolving tiIIE 0.023 0.030 0.007 0.05 
fitting of. eKtrapol. curve 0.20 0.40 0.06 48 0.26 52 

accidental s.nnning 

l~ level di~rim. fer N1 
gate 

accidental caUncidence 0.1 
after pulre ", ~t "-

~rirus pulres 
threEhold drift 0.1 
S'ltellites 0.03 
s.nn-peak effect s 0.5 40 

eKtrapol. to zero camt rate 0.05 
srurce-to-detect er distance 0.25 

Gandy effect 0.05 
ceher effects 0.2 0.4 59 0.4 59 

Canbined mcertainty 0.31 37 0.145 0.160 0.53 0.6 40 0.27 0.35 0.40 0.40 
0.4 41 
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Table 13 (cmtirrued) 

labcratory OMH PSPKR PTB UVVVR VNIIM 

Methcd* 1 1 2 4 1 4 1 2 2 3 

Canpments due to: 

counting statistics 0.03 0.5 0.1 0.3 0.46 0.01 0.041 0.043 0.1 0.1 
~ighing 0.015 60 0.6 0.6 0.6 0.05 0.05 
dead t:inE 0.005 0.6 0.5 0.5 0.02 64 0.01 0.01 0.05 0.05 
1:xickground 0.01 0.2 0.2 0.2 0.01 0.02 0.01 0.01 0.1 0.1 
pile-up 0.2 0.2 0.2 0.01 0.04 0.05 0.05 
timing 0.005 0.2 0.2 0.2 0.01 0.01 0.05 0.05 0.05 
adscrptim ~ 0.001 0.05 61 0.05 61 0.01 65 0.01 65 0.02 0.02 
impurities ~ 0.001 0.01 0.01 

decay scl1~ (K fact er) 0.08 0.10 0.09 0.1 
half life 0.02 0.15 0.15 0.005 
dilutim facter 0.15 0.15 
peak separatim 0.10 f 

N1 
N2 
detectim efficiency 
tail eKtrapOlatim 

resOlving t:inE 0.05 0.05 
fitting of eKtrapOl. curve 0.5 0.2 0.3 
accidental s.mning 

l~ level dis::rim. fer N1 
gate 
accidental coincidence 0.3 .•.. ~. '~ . 

after j:X.Jlse 
SIllriOls pulses 0.05 
threshOld drift 
satellites 

s.nn-peak effect s 
eKtrapOl. to zero count rate ~0.1 

SOlrce-t o-detect er distance 
Gandy effect 

other effect s 0.6 0.3 62 0.3 62 0.2 0.4 
0.6 63 

Canbined uncertainty 0.17 1.20 0.91 1.03 0.8 0.37 0.38 0.24 0.34 0.54 



* 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

15 

16 

17 

18 

19 

20 

21 

22 

23 
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Table 13 (continued) 

The figures in this line refer to the methods used, as listed in 
paragraph 8 of the Table of contents. 

Uncertainty in the intercept (at zero mass) of a fit of apparent 
activity versus mass using the averaged results of 6 sources (the 
extrapolation accounts for pile-up which is difficult to measure). 

Possible variation of the estimated average. 

Internal error in the weighted mean of 153 result s. 

From calibration of balance. 

Effect of a la variation on the dead time value. 

Included in counting statistics. 

From adsorption analysis by Ge. 

From Ge counting. 

The external error in the weighted mean of 15 intercepts from 
15 individual fits of data for 6 sources (~ 400 points). 

15 ~g per source. 

Live timing mu1tichanne1 ana1yzer. 

255 data points (fit). 

K' factor. 

Stability and accuracy of timer. 

Due to loss of count s for E ~ 10 "keV>~ 

Standard deviation of the mean. 

10 ~g uncertainty. 

10 % of the correction. 

Adsorption test. 

y-ray spectrometry. 

From decay data evaluation. 

0.4 day uncertainty. 



24 

25 

26 

27 

28 

29 

30 

31 

32 

33 

34 

35 

36 

37 

38 

39 

40 

41 

42 

43 
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Table 13 (continued) 

Difference of two results. 

Setting of the singles-peak region. 

Statistics of extrapolation. 

10 % of correction due to the slope. 

Gandy effect. 

Difference between two results by linear and binomial extrapolation. 

10 % of correction. 

Standard error for 7 sources. 

b.m/m, where m is the mean mass. 

Estimated from measured uncertainty. 

Estimated from measured count rate. 

Inaccuracy of the crystal oscillator. 

From limits of least-squares fit for extrapolation. 

To account for the error due to random pile-ups, sources of different 
strengths were made and counted under the same conditions. An 
extrapolation of the measured activity of the mass solution (as given 
by each source) was made to zero mass (i.e. zero source activity) to 
get the correct disintegration rate of the solution. 
The following formula was derived to estimate the uncertainty in the 
disintegration rate of the measured source: 

cr2(NO) 
(N1 + 2 N2)2 N1 (4 N~ - Nt)2 N2 

4 N~ 
-+ 
t '1(1 ~~ t 

where t is the counting interval. 
Each point was weighted accordingly (1/cr2). A linear fit was found. 

Method 3, where the proportional counter is replaced by a liquid 
scinti1lator. 

Standard deviation of 7 measurements. 

When the gate includes both the singles and sum peaks. 

When the gate includes only the singles peak. 

S = b.m/m, where b.m = 20 ~g and m is the mean mass. 

Live-timer accuracy. 
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Table 13 (continued) 

Adsorption and evaporation. 

Decay correction to May 15, 1988. 

Efficiency variation in source. 

Sum-peak tail. 

Extrapolation to zero energy. 

Includes dilution and source weights. 

Main contribution from ~~. 

Determined by y spectrometry. 

Extrapolation of N~/£~ versus (1 - £~)/£~ and variation with weight of 
drop. 

Internal uncertainty on combined data. 

Precision calibrated balance. 

Not required in anticoincidence counting. 

Variance on live timing. 

Estimated. 

Assumed to be pure. 

Spread in values observed when changing such conditions as counting 
gas (Ar + 10 % CH4 to CH4) and gamma window, to include sum peak and 
efficiency extrapolation. 

Weigh.ing and dilution. 

By experience. 

Chemical effects and precipitation. This effect was estimated from the 
spread of the count rate to mass ratios of the individual sources. 

Separation of~correlated spectral regions for the analysis of the 
pulse-height spectrum. 

Dead time plus accidental coincidences. 

Adsorption and leak. 
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Table 14 - Main uncertainty components of the final result 

Labo- Main contributions Value of Total Method 
ratory to the combined uncertainty the main uncertainty 

contributions 
(%) (%) * 

AECL counting statistics 0.14 i 0.18 1 
timing 0.10 ~ 
counting statistics 0.04 l 2 
decay scheme "K factor" 0.03 0.06 
weighing 0.02 

counting statistics 0.04 ! 0.05 3 
weighing 0.02 

BIPM peak separation 0.45 I 1 
counting statistics 0.117 0.51 
decay 0.117 

decay 0.32 0.33 2 

CBNM uncertainty from N2 0.30 1 
decay-scheme correction 0.22 
uncertainty from N1 0.20 0.5 
counting statistics 0.15 
weighing 0.15 

counting statistics 0.44 2 
decay-scheme correction 0.22 J 
weighing 0.15 0.55 
dead time 0.10 
background 0.10 
timing 0.10 

counting statistics 0.30 4 
dec;ay-scheme correction K' ", ;..1 '" 0.22 
weighing 0.15 0.44 
dead time 0.10 
background 0.10 
timing 0.10 

weighing 0.20 5 
tail extrapolation 0.20 
dead time 0.10 0.34 
background 0.10 
detection efficiency 0.10 
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Table 14 (continued) 

Labo- Main contributions Value of Total Method 
ratory to the combined uncertainty the main uncertainty 

contributions 
(%) (%) * 

CNEN extrapolation 0.28 1 
counting statistics 0.23 0.41 
decay-scheme correction "K factor" 0.16 
weighing 0.10 

counting statistics 0.20 

f 
2 

decay-scheme correction 0.16 0.28 
weighing 0.10 

counting stati stics 0.27 
dead time 0.14 
decay correction 0.12 0.36 3 
fitting of extrapolation curve 0.11 
resolving time 0.09 

ENEA decay-scheme correction 0.2 0.26 1 
accidental summing 0.1 

ETL gate 0.3 1 
counting statistics 0.1 
pile-up 0.1 0.37 
decay correction 0.1 
decay-scheme correction 0.1 

extrapolation 0.45 3 
counting statistics 0.4 0.67 
after pulse 0.3 

lEA decay-scheme correction "K factor" 0.21 0.23 2 

decay correction 
•... ~.". 

0.47 2 KSRl 
extrapolation 0.22 0.56 
counting statistics 0.21 

LMRl decay-scheme correction "K factor" 0.07 2 
counting statistics 0.06 
weighing 0.03 0.11 
dead time 0.028 
background 0.024 
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Table 14 (continued) 

Labo- Main contributions Value of Total Method 
ratory to the combined uncertainty the main uncertainty 

contributions 
(%) (%) * 

NAC fitting of data 0.2 1 
decay-scheme correction 0.17 0.31 
counting statistics 0.103 
threshold drift 0.1 

decay-scheme correction 0.12 0.145 2 

decay-scheme correction 0.12 0.160 4 

fitting of data 0.4 l 0.53 6 
counting statistics 0.32 

NIM sum-peak effects 0.5 1 1 
counting statistics 0.2 
other effects (not explained) 0.2 0.6 
decay correction 0.2 
accidental coincidence 0.1 

NIST sum-peak tail 0.15 1 
efficiency variation in source 0.1 0.27 
dead time 0.1 
pile-up 0.1 

source-to-detector distance 0.25 ! 1bis 
weighing 0.15 0.35 
decay-scheme parameters 0.13 

NPL extrapolation 0.26 0.29 3 

NRC other effects 2 0.4 0.4 7,8 
," ;..1 

l OMH peak separation 0.1 0.17 1 
extrapolation to zero count rate 0.1 

PSPKR weighing 0.6 1 
dead time 0.6 
other effects (not explained) 0.6 1.2 
counting statistics 0.5 

weighing 0.6 l 0.91 2 
dead time 0.5 

weighing 0.6 ! 3 
dead time 0.5 1.03 
extrapolation 0.5 
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Table 14 (continued) 

Labo- Main contributions Value of Total Method 
ratory to the combined uncertainty the main uncertainty 

contributions 
(%) (%) 

PTB 3 0.6 l counting statistics 0.46 0.8 
4 0.3 

4 0.3 ! 0.37 
fitting of extrapolation curve 0.2 

UVVVR gate 0.3 
decay correction 0.15 0.38 
dilution 0.15 
decay-scheme correction 0.1 

dilution 0.15 0.24 
decay correction 0.15 

VNIIM other effects (not explained) 0.2 

* 

1 

2 

3 

decay scheme correction 0.1 0.3~ 
background 0.1 
counting statistics 0.1 

other effects (not explained) 0.4 
fitting procedure 0.3 0.54 
counting statistics 0.1 
background 0.1 

The figures in this column refer to the methods used, as listed in paragraph 8 
of the Table of contents. 

When the gate includes both the sing~e~~nd sum peaks. In the other case these 
effects disappear and the total uncertainty is 0.4 %. 

Spread in values observed when changing such conditions as counting gas 
(Ar+CH4 9:1) to CH4 ) and gamma window, to include sum-peak and efficiency 
extrapolation. 

Separation of corr~lated spectral regions for the analysis of the pulse-height 
spectrum. 

* 
1 

4 

1 

2 

2 

3 

4 Chemical effects and precipitation estimated from the spread of the count rate to 
mass ratios of the individual sources. 
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Table 15 - Final results 

Laboratory Activity concrntration Combined T1/2 
and (kBq g- ) uncertainty determined 

at reference date** by lab. 
method* (1988-06-15, 00 hUT) -1) (d) (kBq g 

AECL 1 1 413.35 2.54 59.29 ± 0.07 1 

2 1 413.85 0.78 
3 1 412.05 0.65 

-1-41z":-80 2 -0-:57 

BlPM 1 1 425.1 7.21 
2 1 420.58 4.74 

CBNM 1 1 422.3 7.0 
2 1 425.8 7.7 
4 1 443.2 3 6.3 
5 1 427.9 4.9 

CNEN 1 1 438.9 5.9 
2 1 434.1 4.0 
4 1 430.8 5.2 

ENEA 1 1 446.9 3.8 59.38 ± 0.03 ~ 

ETL 1 1 445.2 5.4 
3 1 461.0 10.0 

lEA 2 1 421.0 3.0 

KSRl 4 1 358.0 7.6 

LMRl 2 1 435.7 1.6 59.90 ± 0.11 5 

NAC 1 1 425.0 4.4 59.40 ± 0.05 [19] 
2 1 436.45 2.09 
4 1 434.83 2.29 
6 1 447.6 7.6 

NlM 2 1 433.0 6 9.0 6 

1 430.0 7 5.0 7 

T 430.7 2 1."3 

NlST 1 1 436.0 3.9 
Ibis 1 429.0 8 5.0 

NPL 3 1 419.6 4.2 

NRC 7 1 438.23 5.78 59.26 ± 0.03 9 

8 1 431.54 5.71 
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Table 15 (continued) 

Laboratory Activity concrntration Combined Tl/2 
and (kBq g- ) uncertainty determined 

at reference date** by lab. 
method* (1988-06-15, 00 hUT) -1 ) (d) (kBq g 

OMH 1 1 438.7 10 2.4 
1 438.9 11 4.3 
1438.75 2 0.09 

PSPKR 1 1 440.0 20.0 
2 1 440.0 10.0 
4 1 430.0 10.0 

PTB 1 1 429.0 11.0 59.39 ± 0.02 12 

4 1 427.0 5.0 

UVVVR 1 1 424.9 13 1.3 
2 1 429.95 13 0.35 

1429.6 2 1:3 

VNIlM 2 1 428.6 4.9 
3 1 441.2 7.7 

* The figures in this column refer to the methods used, as listed in 
paragraph 8 of the Table of contents. 

** Calculated with Tl/2 = (59.5 ± 0.4) d. 

1 

2 

3 

4 

5 

The half life was checked by doing x-x coincidence measurements with 
three of the VYNS-fi1m sources from the 1987 trial comparison. The 
present measured activities were compared with those measured in 1987. 
This gave essentially a two point half-life fit. 

This result (and similar ones in this column) is the weighted mean of 
the result s obtained (sometimes ~s~ng different methods). 

For the average slope of this method it was found -1.037 and not -le 
This might explain the difference with method 2. 

The decay of a 1251 source was followed from May 6 to June 23, 1988. 
80 activity measurements were made during this period and they gave the 
result quoted.above. 

A set of my1ar-sandwiched sources prepared for the x-x coincidence 
method was measured at regular time intervals from May 5 to 
June 29, 1988, Le. over a period of time of about one 1251 half life. 
The results were corrected for decay, using successively half-life 
values of 59.39, 59.5 and 59.90 d. The results obtained with the first 
two values show asystematic bias, the most important being for the 
59.39 d value. The results obtained with the value of 59.90 dare 
coherent (Fig. 13). It can be noted that a loss of radioactive matter 
would have favoured low half-life values. The measurements are still 
going on. 
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Table 15 (continued) 

6 When the gate includes the singles only. 

7 When the gate includes the singles and the sum peaks. 

8 A value of (1 434 ± 11) kBq g-l) was obtained using calculated 
efficiencies rather than by a sum-peak analysis. The result is in good 
agreement with the other values from NIST, but has a larger uncertainty 
because of the 0.74 % uncertainty in the efficiencies. Only the first 
value given is shown in Figure 14 and is used for calculating the mean 
value. 

9 This measurement was performed on 5 m1 of solution sealed in an NBS 
glass ampoule and measured with an NPL (model 671) 4ny ionization 
chamber. The measurements covered a time span of about 346 days. 

10 The measurements performed from 1988-06-14 to 1988-06-17 led to this 
value; it is the only OMH value taken into account in calculating the 
mean value for all laboratories. 

11 This value is the result of measurements performed from 17 to 
20 May, 1988, adjusted to the reference date. 

12 Value obtained in the frame of the trial comparison and published t 
in [20]. 

13 Weighted mean of activity measurements obtained with two different 
dilutions. 

", ;..·r·" 
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Table 16 

Mean values (in Bq mg-1) for all methods and all laboratories. 
(The number of individual results is indicated in parentheses). 

Weighted mean value 
Unweighted mean value 

1 425.6 ± 1.4 
1 429.8 ± 2.6 

Table 17 

(38) 
(38) 

Mean values (in Bq mg-1) for all methods if the results of the ETL 
and the KSRI are omitted. 

(The number of individual results is indicated in parentheses). 

Weighted mean value 
Unweighted mean value 

1 425.6 ± 1.4 
1 431.0 ± 1.5 

Table 18 

(36) 
(36) 

Mean values (in Bq mg-1) for the activity concentration determined by 
methods 1 to 4. The number of laboratories which have used a given method 

is indicated in parentheses. The results for methods 5 to 8 are given 
in Table 15. 

Method Weighted mean value Unweighted 

1 1 428.2 ± 2.6 (13) 1 431.9 
"1 

2 1 427.9 ± 1.9 (11) 1 428.8 
3 1 412.6 ± 2.4 (4)* 1 433.5 
4 1 429.7 ± 7.9 (6)** 1 420.6 

* If the result obtained by the ETL is excluded, 
the weighted mean is (1 412.4 ± 1.9) Bq mg-1 (3) and 
the unweighted mean (1 424.3 ± 8.7) Bq mg-1• 

** If the result obtained by the KSRI is excluded, 
the weighted mean is (1 433.8 ± 2.0) Bg mg-1 (5) and 
the unweighted mean (1 433.2 ± 2.8) Bq mg- 1• 

mean value 

± 2.7 
± 2.4 
± 11.1* 
± 12.7** 
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Fig. 11 - Spectra and extrapolation curve obtained with the 4n(PC)e 
photon-anticoincidence method (method 7). Spectrum a and spectrum b 

are measured with NaI(Tl) and Ge(Li) detectors, respectively. 
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