Rapport BIPM-90/3

International comparison of activity measurements

of a solution of 1291 (May 1988)

by G. Ratel

March 1990

Bureau International des Poids et Mesures
F~92310 SEVRES



International comparison of activity measurements
of a solution of 12°T (June 1988)

Table of contents

Abstract

10.

11.

12.

13.

Introduction

Characteristics of the solution distributed and tests of purity

Ionization—chamber measurements and adsorption tests

Source preparation

a) Sources for electron counting

b) Sources for X- and Y-ray counting

c¢) Sources for liquid-scintillation counting

. Detectors for proportional and photon counting

a) Proportional counter
b) Scintillation detectors for X~ and Y-ray counting
c) Semi-conductor detectors for photon counting

Coincidence and anticoincidence counting

Counting data for the different methods

Activity measurements, description of the methods used

a) Method of Eldridge and Crowther (method 1)

b) Method of J.G.V. Taylor (method 2)

c) 4me-X coincidence-efficiency extrapolation method (method 3)

d) Photon-photon coincidence counting and efficiency-
extrapolation method (method 4)

e) Method of B. Denecke (method 5)

f) 4m(LS)e~-X method (method 6)

g) 4m(PC)e photon-anticoincidence method (method 7)

h) 4n(PC)e photon-coincidence method (method 8)

Corrections used for evaluating the, results
a) Method
b) Method
¢) Method
d) Method
e) Method
f) Method

[« )W, B N CURN U

Uncertainties
Final results

Determination of the half life of 1251

Conclusion

Acknowledgments

page

SNt

0NN

19

11
11
12

13
14
14
14

14
15
15
15
15

15
15

16

18

19

20

21




ii

Table 1 List of participants
Table 2 Mass measurements of solution
Table 3 Results of ionization—-chamber measurements of activity and
adsorption tests for remaining activity
Table 4 Source preparation for electron counting
Table 5 Source preparation for X~ and/or Y-ray counting
Table 6 Liquid-scintillation counting
Table 7 4T proportional counters used by the participants
Table 8 Scintillation detectors for X~ and Y-ray detectiom,
dead times
Table 9 Semi-conductor detectors for X- and y-ray detectionm,
dead times
Table 10 Coincidence and anticoincidence counting
Table 11 Counting data for the different methods
Table 12 Corrections applied in calculating results
Table 13 Uncertainty components of the final result (in %)
Table 14 Main uncertainty components of the final result
Table 15 Final results
Table 16 Mean values (in Bg mg-l) for all methods and all laboratories
Table 17 Mean values (in Bq mg_l) for all methods if the results of
the ETL and the KSRI are omitted
Table 18 Mean values (in Bq mg ) for the activity concentration
determined by methods 1 to 4
Figure 1 Decay scheme of 1251
Figure 2 Schematic view of the NPL measuring equipment
Figure 3.1 Typical spectra obtained with method 1
Figure 3.2 Typical spectra obtained with method 1
Figure 3.3 Typical spectrum obtained at the UVVVR with a NaI(Tl)
detector using method 1
Figure 4 Typical spectrum obtained at the PTB with a Si(Li) detector
Figure 5 Typical spectra obtained by method 2
Figure 6 Results obtained by the 4Te-X coincidence-efficiency
extrapolation method (method 3)
Figure 7 Typical data concerning the photon—-photon coincidence
counting and efficiency—extrapolation method (method 4)
Figure 8 Extrapolation of the quantigyaNiNZ/ZNc as a function of
the efficiency for the photon-photon coincidence counting
and efficiency—-extrapolation method (method 4) for ome of
the sources
Figure 9 Spectrum of 1251 obtained by the 4m-CsI(T1l) total
counting method (method 5)
Figure 10 Typical data obtained with the 47m(LS)e=X method (method 6)
Figure 11 Spectra and extrapolation curve obtained with the 47m(PC)e
photon-anticoincidence method (method 7)
Figure 12 Spectrum obtained with a. Si(Li) detector by means of
the 4m(PC)e photon—-coincidence method (method 8)
Figure 13 Comparison of the results at the LMRI with three different
values for the half life of 12°I
Figure 14 Final results of the 25T international comparison
References

page
22
24
25
27
29
34
35
36
40
41
46
50
57

61
64

64

65

65

67
68

69
70
71
72

73

73

74
75

76
77
78

79



Abstract

Nineteen laboratories took part in an international comparison of activity
measurements of a solution of 12T organized by the Bureau International
des Poids et Mesures. The main features of the various methods and
detectors used by the participants are described. Seven laboratories used
just one method, the others employed two (seven 1laboratories), three
(three laboratories), or even four methods (two laboratories). The final
results and their uncertainties are presented in several tables and in a
figure. The total range of the results is 7.2 %, or 3.5 Z if one outlier
is excluded. The mean value of the 38 communicated results 1is
(1 425.6 * 1.4) Bq mg~ ! (weighted) and (1 429.8 * 2.6) Bq mg !
(unweighted). The uncertainty of the weighted mean value is about 0;1 %
(10); it increases to about 0.6 % for one laboratory. For the unweighted
mean the values are roughly three times higher. Two of the values reported
are rather distant from the other results, but there is no known reason to
exclude them. Four laboratories determined the half life of 12°I and
reported values between 59.29 d and 59.9 d. Measurements of the half life
are still going on.



1. Introduction

The isotope 1251 yas chosen for this international comparison
essentially for three reasons. First, this radionuclide is very important

in medicine because of the low energy of its photon emission; patient
irradiation is relatively low, so it is often used for the study of

sensitive organs (as kidneys or glands); and the half life of about two
months gives an advantage over the other isotopes of iodine when the

effect of a treatment has to be measured over a long period of time.
Second, the low photon energy of 1257 makes it difficult to measure this

radionuclide precisely using the SIR system (International reference
system for activity measurements of gamma—-ray emitting nuclides);

therefore, it was important to calibrate it absolutely. Finally, the
reported half-life values show a large spread and it was tempting to try

to arrive at a better determination of this quantity. The principal
physical data concerning 1251, including its decay scheme, are given in

Figure 1.

In order to identify the problems associated with the measurement of
this radionuclide in the frame of an international comparison and to cgheck

the feasibility of such an enterprise, the Working Group responsible for
providing advice on future comparisons on behalf of Section II (Mesure des

Radionuclé&ides) of the Comité& Consultatif pour les Etalons de Mesure des
Rayonnements Ionisants (CCEMRI) decided to organize a trial comparison

which toock place in March 1987 [2]. This comparison reports four different
methods of measurement. In view of the assessed uncertainties, the results

communicated could be considered as satisfactory. No systematic trend was
found in the distribution of the data, but the sum—peak method [3], which

is the simplest to use, came out as the least precise. At the reference
date of 1987-03-01, O h UT, the weighted mean of all the results of the

trial comparison was (2 052.0 * 3.6) kfq g”™!, with a total range of

32.1 kBq g-l*. The highest value reported was 2 071.1 kBgq mg—l, and

* After publication of the report on the trial comparison, the AECL
lowered their value for the X-X coincidence method by (0.11 * 0.01) 7%.
The reason for this change is the use of an improved correction for dead
time in the coincidence channel. The AECL values are now

(2 057.5 * 9.9) kBq g~! for method 2, and

(2 050.2 £ 4.0) kBq mg_] for the mean.
This leads for the mean values of the trial comparison to

(2 051.9 * 3.5) kBq g ! (weighted), and

(2 056.0 * 4.2) kBq g~} (unweighted),
which are very close to the values given in {2].



the lowest 2 039 kBq g—l. As the analysis of the data supplied by the
seven participating laboratories revealed no major problems, a full-scale

comparison was agreed for the spring of 1988.

Nineteen laboratories participated in the full-scale comparison, which
confirms that such an exercise is of wide interest. Organizational details

are described in a circular dated March 10, 1988, The final report on the
trial comparison and a report form, amended in the light of this report,

were sent to participants together with the circular. As reference, the
date May 15, 1988, 0 h UT was chosen. Completed forms reached the BIPM

during the summer of 1988.

2. Characteristics of the solution distributed and tests of purity

At the 1987 meeting of Section II it was decided to treat 1257 in the
same way as 10904 in a previous comparison. Three laboratories offered

their services for the distribution of the radiocactive solution. The NIST
(formerly the NBS) offered to produce the raw material which they

subsequently sent to the OMH for diluting and bottling. The LMRI received
twenty—-two ampoules on April 19, 1988 and dispatched 19 of them to the

participating laboratories (listed in Table 1).

Each participant received a flame-sealed NBS—type ampoule containing
about 3.6 g of solution. The exact masses were made known to the

laboratories by the OMH and are indicated in Table 2. All later mass
measurements are coherent with these data. An apparent discrepancy which
appears in the data from the NIM is readily explained as this laboratory
measured the mass of the remaining solution after removing about 0.4 g

to prepare a dilution. On this occasion, the BIPM asked for just ome
ampoule because the limited sensitivity "of the ionization chambers of the

SIR to the photon energy of 1251 does not permit precise relative
measurements of the activity of this radionuclide.

The solution used had a nominal activity concentration of 2.0 MBq g'l
(May 15, 1988) and was distributed as an aqueous solution of 5010~ mol

NaOH per dm® with 50 ug of non-active iodine in the form of KI and 50 ug
of Na28203 per gram of solution.



Purity tests

In April 1988, at the request of the BIPM, the OMH performed purity
tests by Y-ray spectroscopy using a small amount of the 1257 solution

prepared for the comparison. The LMRI also carried out purity tests after
receipt of the ampoules. The results expressed as a percent of 1251

activity (for the reference date) are listed below with the data
communicated by the NIST to the OMH.

Laboratory Impurity Date of measurement
126I

NIST 3.18+1077 1988-02-22

OMH not detected 1988-04-06

LMRI not detected -

1R

We recall that T, (126I) 13 d.
. 2

The LMRI used Ge(Li) detectors for its measurements, the detection

limit being lower than 1.2°1077 v s1 Bq_l. The volume of the OMH detéctor
was 40 cm® and this laboratory covered a range of energy from 60 keV to

2.5 MeV with detection limits between 5'10—7 and 341078 in relative value.

3. Ionization—chamber measurements and adsorption tests

Ionization-chamber measurements were carried out by eight laboratories
after they had transferred and weighed the solution. Only three measured

the activity of the ampoules before opening. Six results are in good
agreement. The result of the NIM is high, but could be brought into line

with the others by a shift of the reference date by three days. The
results of the PSPKR seem much too high: perhaps the sensitivity of the

ionization chamber was too low.

After the ampoules had been emptied they were rinsed twice with
distilled water: the remaining activity indicates adsorption on the
ampoule walls and appears to be very small., In all cases it was below
3.7°107" of the original activity. Three laboratories found values of
about 500 Bq for the remaining activity; for the others the reported
values are up to 20 times smaller. The OMH greatly reduced the value of
the remaining activity by two additional rinsings with a diluent.



Adsorption tests were made by means of Y—ray spectrometry with NaI(T1l)
detectors (four laboratories, of which two used a well-type crystal),
high-purity germanium detectors (four laboratories) or Ge-Li detectors
(one laboratory). For these measurements the NPL and the PSPKR used

ionization chambers and the NIM employed the liquid-scintillation method.
All these data are assembled in Table 3.

4. Source preparation

In describing work on this nuclide it is convenient to treat source
preparation according to the method used for measuring the activity. This
section is divided into three parts: sources for electron counting,
sources for Y- and X-ray counting and sources for liquid-scintillation

counting. Relevant data are given in Tables 4 to 6.

Six laboratories out of nineteen performed measurements for which the
electron count rate was necessary. Almost all sources were made from a
dilute solution deposited on a metal-coated support. The NRC performed

directly application of the master solution. Dilution factors ranged from

about 3 (NPL) to 42 (CBNM). In order to avoid the risks of sublimation of
125
I

, and therefore of contamination of the B counter, the NPL and the
VNIIM sandwiched their sources. In all cases a wetting agent (catanac SN
for the AECL, NPL and NRC) or a seeding agent (insulin for the VNIIM and
AgNO3for the ETL) was added to the solution. However, most laboratories
used AgNO3 as a stabilizer for volatile iodine compounds. The sources were
dried under ambient laboratory air conditions in the case of the AECL,
CBNM, NPL and VNIIM. The ETL put the sources in a silica gel dessicator
and the NRC dried them in warm air. All sources were in the same mass
range, namely 10 to 40 mg for the diluted solution and 10 to 23 mg for the
master solution. The number of sources used was also about the same (from
six for the AECL to ten for the NPL). The mass measurements were performed
in most cases with a Mettler M5 balance, except for the VNIIM which used a
balance of Russian origin., Details of source preparation are given in
Table 4.

Most participants prepared sources for X- and y-ray counting. The

laboratories counting electrons used the same dilutions as just described
but some changed the support of the sources (e.g. polyester tape instead



of VYINS foils in the case of the AECL). Six laboratories (IEA, KSRI, NAC,
NRC, PTB for method 4 and VNIIM) used undiluted solutions. The films were
metal-coated by just two laboratories (NRC and PTB). The NIM covered its
sources with a thick layer of Al on both sides (8.3 mg cm'z) to absorb the
conversion electrons. Three laboratories sandwiched their sources (AECL,
NAC and UVVVR) so as to avoid sublimation of the substrate. The drying
conditions were comparable with those used for electron counting. The LMRI
and the NAC accelerated the drying process using an infrared lamp. Some

special treatments are summarized in Table 5. The NIST noted that AgNO3 is

effective in immobilizing the iodine but produces silver X rays which may
confuse the analysis. To avoid these difficulties they applied an

ion-resin paper, an approach which has shown its effectiveness over many
years (particularly in the case of l291).

.Dilution factors showed a larger spread than those used for electron

counting ranging from 1.13 (NIM) to 76.8 (NIST). Source masses ranged from
2 mg (NAC) to 151 mg (ENEA), but in most cases the mass was below 50 mg.

Mettler balances were the most frequently used for the measurement of the
drop masses. The NIM and the VNIIM worked with apparatus constructed in

4
their own countries and the UVVVR used a Sartorius balance. All sources
were in solid form, except those of the OMH and some of the NAC which were

liquid. The number of sources measured was usually below fifteen, but
three laboratories used significantly more: CNEN (20), ENEA (25) and NIST

(33). Further details are given in Table 5.

The NAC is the only laboratory which used the liquid-scintillation

method. The dilution factor was 2.045 and the seven sources were prepared
in 20 ml glasses with about 45 mg of solution to which a scintillation

solution of commercial type was added., Table 6 summarizes the
characteristics of these sources.

5. Detectors for proportional and photon counting

The main data ¢oncerning the different types of detectors are compiled
in Tables 7, 8 and 9. However, it is worth emphasizing some particular

device characteristics.



a) Proportional counter (PC)

Five _l-ago_r—a;o?i-e—s_(XEEL-,— ETE, NPL, NRC and VNIIM) used a proportional
counter. In all the methods used by the NRC (three) and the NPL (one) this
type of detector is necessary. The proportional counters were of the
gas—flow type and most used Ar + CH4 in the proportion 9 to 1. At the NPL,
CH4 was also used. All the counters worked at atmospheric pressure. In
most cases, the walls were made of metal, gold-coated in the case of the
ETL. However, the AECL used polyester films for the bottom and top walls,
and the NPL inserted silver—coated perpex pieces to define the counting
volume, A schematic view of the AECL counter is given in reference [4]
and a sketch of the NPL measuring equipment is shown in Figure 2. All
detectors were of about the same height, but that of the NPL was roughly
half as high as the others. The useful volume of the VNIIM detector was
much larger than average. The ETL and the NRC worked at constant high
voltage and varied the discrimination level from 0.5 keV to 2 keV (ETL) or
from 60 mV to 460 mV (NRC). The AECL varied the high voltage in order to
produce an effective change in the discrimination level. The NPL and the
VNIIM did the same, choosing the discrimination level in the centre of the
plateau.

H

The AECL, the NRC and the VNIIM worked with a dead time of about 2 Us,
whereas the NPL used a lower value (1.27 ps) and the ETL a larger ome

(7.85 us). Data concerning the anodes can be found in Table 7.

All participants used a scintillation detector to measure the activity
of the iodine solution. Except for CBNM, which made use of a CsI(T1l)
sandwich spectrometer described in [6], the detectors were of the NaI(T1l)
type. Several laboratories (CBNM, ENEA, ETL, NIST, OMH and PSPKR)
determined the activity with a well-type NaI(Tl) detector. The distance
between source and detector was kept Eonstant and generally chosen below
15 mm, although four laboratories (BIPM, ETL, LMRI and NRC) used a greater
separation. When an efficiency extrapolation was necessary, the counter-
source distance varied significantly, namely from 0.3 mm (for the PSPKR)
to 150 mm (for the KSRI and the PTB). The solid angle had a value close to
4mn for all well-type detectors and also for the CsI(Tl) sandwich spectro-
meter. All participants worked with external dead times, except the CBNM
(one method), and the ETL which performed live-time measurements with a
multichannel analyzer. The NAC performed all counting using timer/scalers,
and applied dead time corrections. The dead times were all independently

determined prior to the actual measurement of the activity. The adopted
dead times were usually between 1.5 us (VNIIM) and 5.9 us (CBNM), the most



common values being close to 5 Us. Some laboratories, however, adopted
much larger dead times: ETL (8 us), CBNM method 5 (10.6 us), LMRI (20 us)
and NPL (19.9 us). The NAC used the value of 54 Us as the effective dead
time for the sum-peak X~ray events of method 6. Other characteristics of
the scintillation counters are given in Table 8.

c¢) Semi-conductor detectors for photon counting

In the semi-conductor category the choice of detectors was less
uniform, Two laboratories (NRC and PTB) used Si(Li) detectors. The others
worked with a pure Ge detector (AECL), a pure Ge~N-type detector (NPL) or
Ge(Li) detectors (NRC). All semi~conductor detectors were covered with a
metallic window. This was a thin foil of beryllium in the case of the
AECL, the NRC and the PTB; the NPL used an Al foil (1 mm) for the same
purpose. The distance between source and detector was commonly about
40 mm. The PTB kept its sources at 8.5 mm from the crystal. Two
laboratories (AECL and NRC) used a value of about 2 Us for the dead time.
The NRC worked with an extended dead time of 5.06 Us for the
anticoincidence channel, whereas the NPL took a larger value (19.9 ps).

Further details can be found in Table 9.
H

6. Coincidence and anticoincidence counting

The data describing the coincidence and anticoincidence counting are
assembled in Table 10. They do not lend themselves to a clear grouping,
but it may be noted that the coincidence resolving time TR is always
between 0.5 and 1.0 Ps., Only two laboratories worked with a somewhat
different value: the BIPM took TR = 0,239 us and the VNIIM used
TR = 2.0 s in one of their methods. In most cases the dead times and

coincidence resolving times were deterpiped by the two-oscillator
method [7].

Use was also made of a calibrated oscilloscope (KSRI), which at the NPL
was associated with a tail-pulse generator. The VNIIM measured the dead
time by means of the source-pulse method. They obtained the resolving time
by looking at the ‘delayed coincidence curve, whereas the NIM used

accidental coincidences. The CNEN measured the accidental coincidence rate
with uncorrelated random pulses. For additional details, see Table 10.



7. Counting data for the different methods

The main counting data corresponding to the different methods used by

the participants are listed in Table 11. One can see that the typical

count rates generally remain below 3 000 s ). The lowest count rate,

measured by the NAC when applying the liquid~scintillation method, was

34 s and corresponded to the rate of the sum—peak X rays in coincidence
with an electron rate of 26 000 s™!, At the BIPM and the CNEN additionmal
low count-rate sources (80 s ! and 50 s !, respectively) were used.

El sewhere, sources delivering count rates of 20 000 g1 or more were
measured: at the PTB (20 000 s '), the NAC (21 000 s ! and 26 000 s !) and
the NRC (35 000 S_l). The count durations for individual measurements were
adapted to the emission rate of the sources in order to obtain good
statistics; it ranged from 200 s for the highest count rate to 15 000 s
for the lowest one. The background rates remained quite low, especially at
the PTB where a value of 0.04 s ) was obtained with a Si(Li) detector.

The number of measured sources was often smaller than 15, but five

laboratories used more (up to 33 at the NIST).

All measurements were performed between May 3 and August 29, 1988, rbut,
as requested, most laboratories succeeded in measuring their sources at

close to the reference date. This helped to reduce the effect of
uncertainty in the half life on the precision of the submitted results. An

unexpected delay in the distribution of the sources perturbed the planning
at some laboratories and led to a wider spread in the dates of measurement

than had been intended.

8. Activity measurements, description of the methods used

In this section we give details of tHe different methods used by the

laboratories for measuring activity. The order in which the methods are
analyzed is arbitrary and does not imply a classification. Four methods

were used for the trial comparison, their numerical order being given in
[2]. The order adopted there is repeated in Tables 4 to 15. Methods 5 to 8

have been used by _just one laboratory.

Thirteen laboratories out of nineteen used the Eldridge and Crowther

method. Its principal benefit is its simplicity because it requires only
one detector. This, in most cases, was of the NaI(Tl) type. The NIST and

the OMH used this method twice. The former laboratory performed its
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measurements once close to the originally chosen reference date and the
second time about June 15. The set of data corresponding to the second

measurement is referred to as lbis. The AECL employed a Ge detector and
the PTB a Si(Li) detector.

As NaI(Tl) detectors have poor resolution, events with similar energies
are not resolved and so form a single peak. Events due to photons which

are emitted almost simultaneously are summed and give rise to a second
peak in the 1254 spectrum. Figures 3.1 to 3.3 show typical spectra
obtained with method 1. The area of the two peaks (in the case of a
spectrum obtained by means of a NaI(Tl) detector) or of the peaks
belonging to a well-defined energy range (in the case of a Ge detector
(AECL) or a Si(Li) detector (PTB)) can be used for evaluation of the
activity of the source. If we denote the contents of the first peak
(corresponding to the single events) as Al’ and the contents of the second
peak (corresponding to the sum peaks) as AZ’ the activity is given by the
relation

2
— P1 P2 (A1 + 2A2) O
[o] 2 A ’ I}
(P1 + Pz) 2
aKwK +1
where P1 = PKwK and P2 = fIf;—a—— are respectively the probability per

decay of K X-ray emission in the electron capture transition and the sum
of the emission probabilities per decay of the 35 keV gamma ray and

the K X-ray arising from internal conversion. Estimates of these two
probabilities can be found in Table 12 and in most cases are calculated

using the nuclear constants given in [1]. The main weakness of this method
lies in the difficulty of determining the exact contributions of the two

peaks in the region of overlap and of separating the single event peak
from the noise which disturbs the spécfrim at low energy.

To avoid these cumbersome problems, the PTB, as already mentioned, used
a high resolution Si(Li) detector. A typical spectrum obtained by this

laboratory is shown in Figure 4. The region 1, corresponding to the range
of energy between 20 keV and 38 keV, contains pulses from primary photons

produced by electron capture in the parent nuclide 1251 a5 well as pulses
from primary photons in and following the transition from the excited

level to the ground level in the daughter nuclide 1257e, 1n region 2,
ranging from E = 38 keV to 69 keV, coincident events, resulting from the

sum of single pulses, are registered.
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The activity is given by a formula similar to (1), specifically

2
[s1 + 2(s, + 531)]

N, o= 0.9981 T s, . (2)

The meaning of the quantities appearing in (2) is shown in Figure 4.

To reduce the effect of unwanted pulses coincident with 1254

L radiations, a 35 um thick absorber foil of aluminium was placed between
the active source and the detector.

The Taylor method, employed by 11 laboratories, was that used most
frequently following method 1. Its application requires two high-
efficiency detectors (normally NaI(Tl) detectors) facing each other. They
collect two similar disintegration spectra and each channel is gated to
accept all sum—coincidence events. Spectra obtained with this method are

shown in Figure 5.

1f N1 and N2 are the numbers of events registered in the gate, ;
including both the singles peak and the sum peak on each channel, and Nc

is the number of coincidence events occurring in the two channels, the
activity of the source can be calculated by means of the expression

N (1 - N /2N,) N (1 - N /2N.)
No - 4K - [Nl 4+ -C c T2 ] Nz + C c 1 1 , (3)
(14+K) 2(1 - NC/ZNl) 2(1 - Nc/2N2) 2Nc
1+ aKwK
where K = —————— , the ratio of detection probabilities per
PKwK(1+aT)

disintegration, is supposed equal for both counters.
If N1 and N2 are the registered events in the singles peak, the formula
quoted above has to be modified to

(1 - N /N) (1 - N /N)
N = -——495——5 [w, + Nc.______s__é_] [n, + N c 11 . (w
(1 +K) . (1 - NC/NI) a - Nc/NZ) 2Nc

The 4me—-X coincidence-efficiency extrapolation method was used by four
laboratories (AECL, ETL, NPL and VNIIM). In order to detect the conversion

electrons emitted by 125¢¢ 4 proportional counter was used and the X and
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Y rays were detected by scintillation detectors. The activity of the source is
then obtained by the well-known formula

N,* N_*
B
No = TwF (3)
c
* %
where NB and N_ are the true count rates after correction for deag times
coincidence-resolving times and background. The expressions for NB and NY (in
the case of the AECL for example) are given below.

- B _ g

Ng* = 7 T BS (6)
Nv

- Y S
Nyt s T-7N By o "
. [Né - (8 +0,) NéN;] (2 = TN = TNY) s @

c [ [] [ . [ 1 [ RNT] - ) - v c’
[Z—TBNB:TYNY+ZTNC 200 NE+ON!) + 28(NY NY)] (1-TNE) (1-7 N1)

where the primes (') designate observed rates, O refers to the coincide?ce
resolving time, T is the dead time, & is the delay mismatch between the two
channels and B refers to the background rates. To obtain the activity No the
quantity Nﬁ*NY*/Nc* is evaluated and plotted against NY*/NC* -1= (1—86)/86.
The extrapolation for €, = 1 then gives the activity of the solution. Figure 6

shows some examples of such an extrapolation. Not all users of method 3
empl oyed formula (8).

The photon—photon coincidence counting and efficiency—-extrapolation method,

like method 2, 1s based on the use of .two-NaI(Tl) detectors mounted so as to
face the source, but in such a way that the distance between each crystal and

the source can be varied [9]. Consequently, systematic effects can be studied.
Starting from the equations written down by Taylor in the case of method 2,

and with the notation used in paragraph 8b, one obtains the following relation

N, N - 2 2
L 2 . N, A+ 07 Ip— (g, + &) I S g 82} , (9)
2N 4K 1 +K (1 + K)2
where 2
o= QtK Tep L Tep 1 Te
1 2K N, 2 N 5 NN,
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and

2
e =M§5[1_L ic_]/[l_L Nc]
2 2K N1 2 N2 4 NlNZ '

The coefficient K is defined in paragraph 8b, Minor discrepancies in K

which appear among the participants arise from the use of different
nuclear data but do not contribute significantly to the uncertainty of No.

If the efficiencies 81 and 82 are varied by changing the distance

between source and detector, a value for expression (9) at zero efficiency
may be obtained by extrapolation and the activity of the source is deduced

by linear regression from

N, N 2
172 1+K
yx) = - n LR gy 9"
o) 4R
2N
C
K K2
with x = (s1 + 82) e
14K (1 + K)? .

Six laboratories (CBNM, CNEN [10], KSRI, NAC, PSPKR and PTB) used

method 4. Some data relative to this method can be seen in Figure 7.
An example of an extrapolation curve obtained by the NAC is shown in

Figure 8.

e) Method of B. Denecke (method 5) [6]

The method of B. Denecke (used at the CBNM) is essentially based on a

4n~-CsI(Tl) sandwich spectrometer which permits work with X- and y-ray
efficiencies, as well as conversion—-electron and Auger efficiencies, close

to unity (8Y = SKX = 0,999 5 and eKA = Sce = 0.965). Almost all events can
be registered, which is why the method is also referred to as the "total
counting method”. oo

The activity is evaluated using the expression

Ntot = No{Pce + PIT - Pce PIT} ’ (10)

ith th babiliti = w e+ € f i
w e probabilities Pce PK{ % Ckx aK KA} or conversion
1
= ——— o (W _ € € + € €
IT T (% Seg 3 o) L+ce+Y}f°r
isomeric transitions. Experimental results corresponding to this method

are shown in Figure 9.

electrons and P
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£) 47m(LS)e=X method (method 6) [11]

Thé—An(LS)e—X method, used at the NAC, is identical with method 3,
except that the proportional counter is replaced by a liquid scintillation
system and the variation of the counting efficiency is obtained by means
of a threshold discrimination. These differences seem to justify a

distinction between the two methods.

During the 1254 measurements a window was set on the X-ray channel so
as to select only true sum—peak events. The efficiency was varied between
0.45 and 0.71. A separate check showed minimal adsorption of 1251 on the
walls of the source cell. Typical spectra, and an example of an

extrapolation curve, are given in Figure 10.

"The NRC used the 4n(PC)e photon—anticoincidence method which is based
on live-time measurements. The anticoincidence counts (N,) are related to

the source disintegration rate No by the following equation taken from
Baerg [13],=

NB = NO + AlYl/NYl + A2Y2/NY2 , !

where A1 and A2 are coefficients obtained by a fitting procedure, Y1 and

Y2 are the anticoincidence rates, and NY and N are the Y-ray monitor

1 2
rates. Typical data are shown in Figure 11.

h) 4m(PC)e photon—coincidence method (method 8)

The 4%®(PC)e photon-coincidence method was used only at the NRC and is
described in [7]. The activity is again determined by extrapolation of the
quantity NBNY/NC to the condition that the B-counting efficiency

approaches unity. A spectrum is shown In Figure 12.

9. Corrections used for evaluating the results

The corrections applied by the different laboratories for evaluating
the results are listed in Table 12. Some of them depend on the method

used, but as a rule the count rates were corrected for background, dead
times and radioactive decay during the measurements. In the following we

indicate the corrections which were applied for each method mentioned in
section 8. The corresponding numerical values of the nuclear data used by

the laboratories in calculating the activity are given in Table 12.
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Apparently, most laboratories used the radionuclide tables of the LMRI
[1]; only the value of the CBNM for wK was slightly lower (with negligible

effect on K).

a) Method 1.- The ENEA performed a linear extrapolation of the "tails"”
for separating the singles and sum peaks. The accidental summing in the

sum peak was accounted for by extrapolation to zero count rate. The ETL
took into account the effects due to pile-up pulses in the pulse-height

distribution and corrected measurements by extrapolating to zero source
strength., The NIST (method 1) computed a correction for the sum—peak tail
as 1.2 times the semi-logarithmic tail. For method lbis an extrapolation
to zero count rate was performed. This procedure was also applied by the
PSPKR. The OMH evaluated graphically a correction for the contribution of
the tail of the two peaks and an extrapolation to zero count rate was made

to eliminate the effect of accidental summing.

b) Method 2.- The AECL corrected the X-X coincidence rates for
accidental coincidences. The CBNM and the UVVVR used the Cox-Isham formula

[14] to perform dead-time corrections. Moreover, the CBNM applied

corrections for foil adsorption, self absorption for electrons and, !

although they remain quite small, corrections for the solid angle. The NAC
used the Bryant formula [15] for correcting the coincidence count rate.

c) Method 3.- The AECL corrected the individual e-X coincidence rates
for delay mismatch and accidental coincidences. The ETL estimated the
correction due to accidental coincidences to be 10 % using the Campion

formula [16]. The NPL applied the Cox~Isham formula (modified by Smith)
[17] to correct for dead time and resolving time.

d) Method 4.- The CBNM and the PTB corrected the measurements by means
of the Cck-Isham formula [14]. The NAC applied the formula of Bryant [15]

for correcting the coincidence count rate.

e) Method 5.~ The CBNM corrected in the same way as for methods 2
and 4. The self absorption and the foil absorption for electrons as well
as the solid-angle contribution were also taken into account. It should be
noted that in this case the correction due to the peak tailing was taken
as an exponential below 7.4 keV and its value was between 0.2 % and 0.4 Z%.
The background correction was as large as 1.4 Z.

f) Method 6.~ The NAC corrected for dead time and coincidence-resolving
time (0.47 %Z). In addition, satellite pulses were accounted for (0.12 %
to 0.23 %).
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10. Uncertainties

As in previous comparisons all participants assessed values for the
uncertainty components. This time they also provided information

explaining how they arrived at their values.

The various contributions to the uncertainty are described in detail in
the somewhat cumbersome Table 13. Two kinds of uncertainties can be consi-

dered. Some are common to all methods: important among these are those due
to counting statistics, weighing, dead time, background and timing. Among

the others, which depend more or less on the method used, are the uncer-

tainties due to the evaluation of N1 and NZ’ extrapolations and accidental

coincidences. Superficially, it appears that method 1, contrary to what
would be expected from the trial comparison, does not lead to much larger

uncertainties than the other methods. Most laboratories assessed their
total uncertainties at about the same value. Exceptions are the AECL for
which the uncertainties are very small (0.06 %Z and 0.05 % for methods 2
and 3) and the PSPKR which arrived at uncertainties of about 1 % (from
0.90 Z for method 2 to 1.20 7% for method 1). The uncertainty assessment of
the AECL appears to be justified by the fact that this laboratory !

performed a considerably larger number of measurements than the others and
that the results of the three methods used are very consistent.

Table 14 is restricted to the main uncertainty components of the final
result for a given laboratory and to the method given. The contributions

are listed in the inverse order of their magnitude, and the total
uncertainty is given for comparison.

- In the case of method 1 the tail extrapolation (CNEN, NIST, OMH and
PTB), the peak separation (CBNM and OMH) and the gate setting (ETL and

UVVVR) are the major contributions to the uncertainty. Other laboratories
call attention to data fitting (NAC), and sum—peak effects (which

disappear when the window includes only singles). For the AECL and the
CBNM the contributions of the counting statistics are the most important,

but for the ENEA the decay-scheme corrections were dominant. The PSPKR
found that weighing, dead time and other effects (not explained) led to

0.6 7 uncertainty in each case.

— For method 2 the main contributions came from counting statistics for
the AECL, CBNM and CNEN, decay-scheme corrections for the IEA, LMRI and

NAC, and half-l1ife corrections for the BIPM, KSRI and UVVVR which also
reported a non—negligible contribution from the dilution. For the PSPKR,

weighing gave the largest component to the uncertainty; the VNIIM noted
that other effects (not explained) played the same role.
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- In the case of method 3, the main contribution to the combined
uncertainty was considered to be counting statistics (AECL),

extrapolation (ETL and NPL) and weighing (PSPKR). The VNIIM mentioned
other effects but gave no details.

— For method 4 the CBNM reported that counting statistics played a
decisive role; the NAC found that the main contribution came from the

decay-scheme corrections, while the PTB mentioned problems connected with
source preparation (chemical effects and precipitation) as the main source

of uncertainty.

- In the case of method 5 the weighing and the tail extrapolation were
mentioned by the CBNM as the main contributions to the total

uncertainty.

— For method 6 (used by the NAC) the fitting of data and, to a lesser
extent, the counting statistics gave the largest contributions.

- For methods 7 and 8 the NRC reported that the spread in the values

observed after changing experimental conditions, such as the counting
gas or the gamma-window setting (in order to include the sum peak), and
the efficiency extrapolation were the main sources of uncertainty.

All the uncertainty components, considered as approximations of the
corresponding standard deviations, are added in quadrature [18] when

uncorrelated. No distinction between type A and type B was requested in
this comparison.

The AECL made a special effort to obtain very small statistical
uncertainties, thus permitting a critical comparison of the methods used
(1, 2 and- 3). The relative discrepanéyﬂﬁétween methods 2 and 3 was found
to be (0.13 * 0,07) % when the decay-scheme-dependent factor K was assumed
to be free of error. By a small change (-0.06 %) of the value of this
factor, agreement of the two values within the quoted combined

uncertainties could be achieved. The results of the three methods can
therefore be considered as consistent and there is no evidence for a real

difference between them (at least at the present level of uncertainty).
However, the AECL also mentioned that for method 1 the results obtained
with an NaI(T1l) detector were higher by (1.5 * 0.3) %Z than those obtained
with a Ge detector. This discrepancy may result from the difficulty in

separating singles and sum peak in the NaI(Tl) spectrum. Hence, the use of
an appropriate detector might improve the precision of method 1.



18

11. Final results

A1l the reported values of the activity concentration and their
combined uncertainties, corrected to the reference date (1988-06-15,

0 h UT), are assembled in Table 15, but in Figure 14 just one value per
method and per participant is represented. When a laboratory gave several
results for one method, a weighted mean was computed and plotted in

Figure 14 (NIM and UVVVR). In the case of the OMH, only the value obtained
close to the reference date was considered in the evaluation of the mean
value and plotted in Figure l4. For the NIST two values, although obtained

with the same method, were taken into account because independent teams
were involved.

- The mean value x and its standard deviation s(§) were evaluated using
(for n data X, * Si)

n
L &, %,
_ j=1 171
X = —— and
H
) s,
i=1 *
n
) gy (x; - x)?2
2 ,— i=1
s°(x) = s

n
(n-1) ) g.
i=1 *

where gy = l/si when statistical weights are applied; otherwise 8y = 1.
The AECL used three methods and fouﬁd values consistently about 1.5 %
lower than the average of the values found by other participants. To
investigate this the AECL group prepared additional sources from the
original solution and found values (1.45 * 0.13) % higher than the mean of
their previous results. These new values are in good agreement with those
of the other laboratories., The discrepancy has not been explained but it
is believed to indicate a problem with the stability of the solution. The
AECL pointed out that similar problems have been already reported in the
past with some iodine solutions. In fact, the possible existence of a
sampling problem does not invalidate the statement that the three methods

of measurement used at the AECL are consistent within 0.1 % because all
the measurements were performed with the same set of sources. As smaller
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uncertainties were assessed, especially for methods 2 and 3, these lower
values affect the final results when weights are used. Another laboratory

(KSRI) arrived at an activity concentration which is clearly lower than
both the mean of all measurements and the mean of the results obtained by

method 4. The difference is about 5 % in each case.

In all cases we have considered each method separately, even when the
laboratory (AECL and UVVVR, see Table 15) reported only a mean value.

The following points can be made about the results listed in Tables 16,
17 and 18. First, the weighted and unweighted mean values obtained by
methods 1 and 2 are very close (the largest discrepancy is 0.26 Z). The
uncertainties are also very similar. The agreement with the mean values
for all methods and all laboratories reported in Table 16 is also very
good. On the other hand, methods 3 and 4 show a larger dispersion of
results and uncertainties. The small uncertainty assessed by the AECL in
the case of method 3 is responsible for the small value of the uncertainty
associated with the weighted mean. However, if there was a sampling
problem, the precision of the individual measurements is not an indiqgtion
of their accuracy and it is preferable to consider only the unweightéd
mean of all results in assessing the quality of the comparison. As can be
seen from Table 18, the omission of the ETL value (method 3) or the KSRI
value (method 4) does not change the discrepancy between the different
Weightedvmean values. On the contrary, it improves the agreement between
the weighted mean values obtained by methods 1, 2 and 4. In the case of
method 4 the weighted and unweighted mean values are quite identical.
Finally and under the same conditions, the mean values obtained for all

methods remain almost unchanged (Table 17).

The results of this international comparison cover a total range of
7.23 %. The deviations of the lowest and the highest values from the

weighted mean are - 4.72 % and 2.50 7, respectively. As currently we have

no good reason to exclude the values obtained by the KSRI (1 358 kBgq g_l,
method 4) and the ETL (1 461 kBq g_l, method 3) the present results show a
much larger spread than those of the trial comparison [2]. This was to be

expected given the increase in number of participants. In this context

we should mention, as pointed out by the PTB, that the KSRI obtained their
value using a very thin detector (1 mm high), which could have led to the

recorded discrepancy. Despite the spread of the measurements, the mean

values (Table 16) have relative uncertainties which are clearly smaller
than those reported in [2].
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12. Determination of the half life of 1251

Only four laboratories (AECL, ENEA, LMRI and NAC) made a determination
of the half life of 1291 during the comparison. Their results are given in

Table 15. The AECL found a value of (59.29 + 0.07) d, based on three
sources which had already been measured during the trial comparison in

March 1987. The ENEA performed measurements from May 6 to June 23, 1938
and reported a value of (59.38 * 0.03) d. The LMRI made measurements

from May 5 to June 29, 1988. From the combined data a half life of
(59.9 £ 0.11) d has been calculated, but work continues with the aim of

improving this result. Using the solution supplied by the OMH for the
comparison, the NAC estimated the half life and obtained a value of

(59.40 * 0.05) d, which is in very good agreement with the value adopted
for the comparison. Further information can be found in ref. [19].

Two laboratories had measured the half life of 12°I during the trial
comparison. The PTB obtained a value of (59.39 £ 0.02) d [20]. The NRC

used an ionization chamber and performed measurements over a period of
346 days; a value of (59.26 * 0.03) d was found.

13. Conclusion

Eight different methods have been used by 19 participating laboratories
to measure the activity concentration of a 1251 solution. Although the

results of this full-scale comparison show a scatter which is larger than
that obtained in a trial comparison, the mean value is more accurate. Two
results seem to deviate somewhat from the others and remain unexplained.
All results were evaluated supposing the half life of 1257 to be

(59.4 t 0.5) d, with the exception of the LMRI which preferred to use its
own value. As far as possible, measurements were made close to the
reference date so as to reduce the dependence of the measurements on the
supposed value of the half life. Separately, four laboratories made

measurements of the half 1life with results close to the value recommended
for the present international comparison.
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Table 2 - Mass measurements of solution

Laboratory Ampoule number Mass of solution (g)*

indicated by OMH determined by laboratory

AECL OMH-8 857 3.603 9 3.593 9 (1)
BIPM OMH-8 858 3.603 2 3.594 2

CBNM OMH-8 859 3.603 6

CNEN OMH-8 863 3.604 4 3.588 0

ENEA OMH-8 860 3.603 8 3.602 5

ETL OMH-8 862 3.605 7 3.605 4

IEA OMH-8 861 3.605 0 3.604 9

KSRI OMH-8 864 3.605 8

LMRI ’ OMH-8 865 3.603 9 3.603 8

NAC OMH~-8 866 3.603 8 3.604 6 !
NIM OMH-8 868 3.603 7 3.188 9 (2)
NIST OMH-8 867 3.603 1

NPL OMH-8 869 3.604 3 3.602 4

NRC OMH-8 870 3.604 5

OMH OMH-8 880 3.602 9 3.595 8
PSPKR OMH-8 874 3.605 8 3.566 0

PTB OMH-8 872 3.603 7 3.604 2
UVVVR OMH-8 873 3.604 9

YNIIM OMH-8 875 3,602 8

* Corrected for air buoyancy.

(1) This value is the sum of the mass of active solution taken from the
ampoule, i.e. (3.590 57 * 0.000 04) g, and the residual mass found in
the ampoule (0.003 3 * 0.000 1) g. The first mass was obtained as the
difference between the masses of the ampoule before and after the
transfer. The second was calculated from its activity: the ampoule
plus residue was filled with distilled water to the same level as was
the case, originally, for the active solution, and counting was
carried out by means of a Ge detector. The activity so determined
yields the mass of the (residual) activity according to a calibration
carried out earlier.

(2) About 0.4 g of original solution for dilution.
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Table 3 — Results of ionization—chamber measurements of activity
and adsorption tests for remaining activity

54972 t 16

142525 o M
145+2 ¢ 18

calibrated ionization chamber 12

Activity Activity remaining in Measuring instrument Number of Final
concentration the "empty” ampoule used for adsorption tests additional | residual
at reference date after 2 rinsings rinsings activity
with distilled water
-1
(kBqg g ™) (Bg) (Bq)
92 *12 Ge detector 92
110 HP Ge detector 110
96 ) Nal well type detector 1 27
501 2 Ortec GMX 20190 Ge
y-ray spectrometer
1 413 t 25+ 5 3 single NaI(T1) detector
. i
1 436 o M
89 5 Nal detector 3 36
1 531 't ° 100 6 4ylS 3 100
43 7 127x127 mm NaI(T1) well detector
14209 +t 8 NPL "671" type ionization chamber| 1 91 100 M0
149+7 o U 660 1 Ge-Li
1a7+7 ¢ 12
1 441 o 13 530 * 30 15 calibrated Y spectrometer 2 with 30t10 1°
1 439 t 4 (HP Ge detector with a Be window)| diluent
5 205.8 o 16 0 16 ionization chamber 2 0
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Table 3 (continued)

before opening
after transfer

date
date
date
date
date
date

date
date

of
of
of
of
of
of

of
of

rinsing

date
date
date
date
date
date
date

date

date

calibrated using the PTB value from

of

of
of

of
of

of
of

of
of

the
the
the
the
the
the

the
the

test
test
test
measurement
test
test

test
measurement

with carrier

the

the
the
the
the
the
the

the
the

test

measurement
mea surement

measurement
measurement
test

measurement

measurement
measurement

1988-06-28
1988-06~10
1988-06-14
1988-04-27
1988-05-16
1988~05~-14

1988-05-09
1988-05-26

1988-06-22

1988-05-10
1988-05~-12
1988-05-11
1988-05-18
1988-05-12
1988-06-20

1988-04-27
1988-05-04

and 1988-06-16

and 1988-04-28
to 1988-06-15

trial comparison 1987 [2]



Table 4 - Source preparation for electron counting

Labo- Source backing Range of Nb. of Type of
ratory Diluent Nb. Dilution Substrate | Number of Total | Wetting or Drying Spec. source sources| balance
ard of factor metal films metal | mass seeding agent treat— mss used used
method*® dil. coating layers|(bg cm'z) “ ment (mg)
AFCL** |0.00L M NaOH 2 |16.667 VNS 1 |0 a]15=-20 |catanac SN !|normal 1ab. air 210.25t01.04 3| 6 |Mettler M5
3 | + 25 mg/1 NaI 40,280 ArPd 1 b without heating 10to 42 ¥
CBM |5 x 107 mol/1 NeOH 3 |12.072 7 VNS 1 5 6 8 to 32 8 |Mettler M5
4 | +2x%x 107 mol/1 Nal 25.148 4
+ 107 mol/1 Na,8,04 42,213 6
EIL  |5x 10" mol/1 NaOH 2 | 9.430 75 ws ‘] 1 o a 5 °? simple drying 101 9.8 to 20.3 8 |Mettler M5
3|{+s0wxt 7.754 19 a8 2 b in a silical gel
+ 50 ug NaySy05 B . dessicator
WL |5x 10~ mol/1 NeOH 1{3.0043 M| vws | 1 |1 a 30 Catanac in air 21 12t026 10 [Mettler M5
3 | + 50 pg/g sol. I/KI A 1 b at 50 vg/g at ambient
+ 50 pg/g sol. NaZSZO3 temperature
NRC MS VINS 1 o a| 25 Catanac SN varm air 131 10t023 8 |Mettler w5
3 A-Pd 2 b
VNIIM {0.02 g/1 NaHCo. 2 | 4.933 X-ray film| 1 a| 40 Insilin |ambient atmosph.] 1* | 20 to 40 7 |ao-1000
3 | +0.05 g/1 KT 5.79 Au 1 b

LT
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Table 4 (continued)

The figures in this column refer to the methods used, as listed in
paragraph 8 of the Table of contents.

*% Used also for method 2.

10

11

12

13

14

Above.
Below.

On some sources.

- Two sources by dispensing solution into 10 Ul of 240 mg/1 AgNO4 of
aqueous solution,

-~ Four sources by dispensing solution into 15 pl of 240 mg/l AgNO4 of
aqueous solution.

0f original solution.
Of a dilution.

Half an-hour under humid atmosphere to allow for reaction, then dried
in ambient air.

An aliquot of AgNO3 was added twice.

15 pg cm 2.

15 ugvcm-2 + 15 pg cm 2.
Mean superficial density of solid contents of diluted solution
including Ag.

One drop of a freshly prepared 0.0l mg/g AgNO3 of solution was added
just after dispensing the radioactive solution onto source mount.

Dilution factor determined by weighting but checked by means of an
ionization chamber with ampoules-which agreed to about 0.5 Z.

For each drop of iodine solution deposited on VYNS the laboratory
added:

- one drop AgNO4 nitrate at 100 vg/g

- one drop Catanac at 50 ug/g

— one drop 0.01 M NaOH.

Precipitated with AgN03.

One drop of AgNO4 (75 ug/g of solution) was deposited on the active
solution.



Table 5 = Source preparation for X- and/or Y-ray counting

Labora—- Diluent Nb. |Dilution Substrate {Number| Total ([Wetting| Drying Special Range of Nb. Type of
tory per lor g of | factor of ma.ss or treatment| source mass of balance
and of solution dil. films seeding sources used

method* (pg ci~2)y| agent (mg) used

AFCL 1073 mol /1 NaOH 2 |16.667 polyester 2 6 300 normal 1 {0.25 to 2.4 2 6 (Mettler M5

1, 2 | + 25 mg/1 NaI - 140.280 tape sandw. lab. air 10 to 40 3
+ 60 mg/1 Nay S04 no heating
BIPM |5°1G™ mol/1 NeOH 1 |40.470 7 VINS 2 30 in air 1 12 to 55 Mettler M5 °
1,2 | +50 pg/g Kt at ambient Sartorius UM ©
+ 50 ug/g Na, S0 temperature
27273
CRM  |5e107% npl/1 NeOH 3 {12.072 7 VYNS 1 6 700 7 ladded 2x | 8 to 32 8 |Mettler M5
1, 2 | +2°107" mol/1 Nal 25.148 4 aliquot
+ 107 mo1/1 NagSy03 42,213 6 AgND4
%
QEN  |5°10™" mol/1 NaOH 3 {7.821 2 |collodion ! 2| 112 20 dry air 81 8tos0 20 |Mettler M5 SA
1, 2, 4| + 50 yg/g KI 5.902 5 (VNS o
+ 50 ugfg NaZSZO3 9.352 8
ENFA (510~ mol/1 NeOH 2 |15.077 9 13 to 105 25 |Mettler M5
1 { + 50 pg/g I/KI + 0.00L 2 26 to 151
+ 50 ug NaZSZOB 51.917 6
* 0.004 6
EIL  |5°10™ mol/l NaOH 2 19.430 75 s M 2 000 simple 12 111.5 0 18.9 {14 13 |Mettler M5
1] +50 pg KL 7.754 19 drying in a
+ 50 pg NaZSZOB silica—gel
dessicator
TEA MS mylar tape | 1 40 air M 13,8t010.1 | 13 [Mettler UM3/36
2 0.4 mg o2

Remarks

10

67



Table 5 (continued)

Labora- Diluent Nb.| Dilution Substrate {Number| Total {Wetting| Drying Special Range of Nb. Type of
tory per lor g of factor of mss or treatment| source mass of balance
and of solution dil. films seeding sources used

method* (ug cni2y| agent (mg) used

KSRT MS collodion | 2 |30to40 | 15 air 16 12 to 2 7 [Mettler M5 SA

4
DRI {5°10~ mol/1 NaOH 1 (417501 mylar 2 40 dried air 8 to 31 7 | Mettler M5
2 | + 50 ug/g I/KT + 0,001 2 under infra
+ 50 pg/g Na,S.0 red lamp
2°2°3
NAC MS plastic tape | 1 infrared 1.96 to 44.9 8 Mettler M3
1 sandw. lamp at
108 mg/1 Nal +H74 mg/1 50 cm dist.
17
NaZSzO3 ,SHZO 1 | 2.045 _ 4.5 to 38.8 8 Mettler M3
2, 4 MS plastic tape | 1 infrared 36.76 to 49.54| 7 Mettler M3
sandw. lamp
NIM {20 ug/1 NaOH 1 1318 mylar 2 |11 soox2 air 19 10 to 17 10 TG 3324
2 | + 50 pg/ml I/Nal (3.5 mg a2y |mylar
+ 133 yg/ml Na_S.0 Al 2 Al
2°2°3 _
(8.3 mg cm2y
NIST 1]0.26 to 0.75 yg/g NaOH| 3 {26,722 4 |ion exchange {2 myl.| 6 000 room air 2 15.787 10 Mettler M5
+ 56 pg/g KI 32.817 4 |paper strips {films to to
+ 215 pg/g Li0H 76,7745 |(L=20mm [0.006 { 13 000 34.593
+ 0.65 to 1.8l pg/g w=4m cm
Na28203 t = 0.3 mn) {thick
1 bis|56.14 pg/g KT 3 |26.722 18] anion 23| 2% ] 15000 _| dried air 8.263 33 Mettler M5
+ 221.6 ng/g LiOH 32.817 379| exchange to at room to
+ 27.59 pe/g Na250322 76.774 527| paper disks 30 000 temperature 89.643

Remarks

dry sources

liquid "

18

20

2]

25

113



Table 5 (continued)

Special

Labora—~ Diluent Nb. |Dilution Substrate (Number| Total [Wetting} Drying Range of Nb. Type of
tory per lor g of | factor of mass or treatment| source mass of balance
and of solution dil. films ‘ seeding sources used

method* (g cu2)| agent (mg) used

NRC MS VYNS coated | 1 0 above fcatamac| warm air 26 10 to 23 8 27 |Mettler micro-

5, 6 with Au-Pd 2 below | SN gramatic M5
25
oM 1073 mol/1 NeOH 1 {19.441 12 to 87 Mettler M5 SA
1 | + 50 vg/g I/KT + 0,002
+ 50 pg/g KIO
+ 50 pe/g Na2§203
PSPKR  [0.02 g/1 Li0H 1 | 5.263 mylar 2 29 5.27 to 26.06 | 6 Mettler
2, 4| +0.05 g/1 KI ' semi-micro
+ 0.02 g/1 Na, SO
2773
in HZO 3
pr8 |60 Lg/g Nal 2 | 54 | VNS coated {Lor2| 50 air %] 6tol0 15 | Mettler ME22
1 | + 45 va/g Na,S,0, 7.8 with Au-Pd micro
4 MS VINS coated {1 or 2| 50 air 2% 6 to 10 7 Mettler ME22
with Au-Pd micro

UWVR |50 pe/g KT 311 2 [10.603 3 |polyethylene { 2 4 700 |insulin Tudox 20 to 40 10  |Sartorius 1801
1, 2 | +50 ug/g Na,S,04 10.923 5 sandw.

VNLIM MS Y-ray film | 2 200 ambient 271 s0to100 |7 32| ap-1000

2 atmosphere

Remarks

28

30

1€
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Table 5 (continued)
The figures in this column refer to the methods used, as listed in

paragraph 8 of the Table of contents.

Master solution.

Three sources were produced by dispensing solutions into 10 pl of
240 mg/1 AgNO3 aqueous solution and three by dispensing the solution
into 15 pl of 240 mg/l AgNO5 aqueous solution.

Of the original solution.

Of a dilution.

Addition of one drop of a 200 Lg/g HNO3 solution to each source.

For dilution.
For sources.

Half an hour under humid atmosphere to allow for reaction, then dried
in ambient air.

A drop of a 160 ug/g AgNO3 solution was deposited on the active f

solution.

After drying the deposit was covered with a layer of VYNS.

The sources used were glass ampoules treated with a hydrophobic
agent; drops of diluted solutions were put in the ampoules which were
filled to 1 cm® with diluent solution and flame sealed;

diameter of the body of ampoules: 17 mm,

height of liquid in the ampoules: 5 mm.

The foils were sealed in polyethylene sheets after drying.

One drop of a freshly prepared aqteous solution containing 0.1 mg/g
AgNO4 was added.

For method 3 only 8 sources were measured in 16 different conditionms.

The active solution was deposited on a drop of double excess of AgNO3
solution.

A drop of ludox SM 15°10"* solution was deposited on the active
solution.

A drop of AgNO4 solution diluted by a factor 10 was deposited on the
active solution (# 15 mg of solution).
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Table 5 (continued)

The dilution was used to prepare liquid sources which were placed in
glass counting vials (2.5 cm in diameter) where 1 ml of distilled
water was poured.

The balance was found to be slightly unstable, leading to larger
weighing uncertainties than usual.

A drop of solution of AgNO3 (1 mg/ml) was deposited on the active
solution.

TIon exchange resin was used.

Measurements performed by C. Ballaux.

Per gram of carrier.

Diameters from 6 mm to 22 mm.

Two layers of polyester tape 0.006 cm thick.
Measuréments performed by Dan Golas and Don Gray.
Precipitated with AgNOB.

A drop of AgNOg (22 ug/g of solution) was deposited on the active
solution.

The active solution was put in brown medical glass ampoules with a

body diameter of 15 mm; the height of liquid was 8 mm; all ampoules
were filled to 1 g.

At room temperature (dessicator with silica gel).

Three groups of 5 sources each were produced, each group after
transfer of the solution to a PTB ampoule and ionization chamber
measurement. o

Per gram of water.

Nine sources were measured with method 3.



Table 6 — Liquid-scintillation counting

Llabora~{ Counting Nb. Dilution Diluent Number Composition of the scintillation solution
tory vessel of factor of
and dilut. sources
method* used
NAC glass 20 ml 1 2,045 108 mg/1 Nal 7 12 ml- of a commercial xylene—based
6 + 174 mg/1 scintillation cocktail
N328203 ,51-]20 (Instagel from Packard)

*

The figure in this colum refers to the method used, as listed in paragraph 8 of the Table of contents.

41

Remarks

each source comprised
abaut 45 mg of dilution

ve



Table 7 — 4% propartimal comters used by the participants

Anode

Labora- Wall Height Distance Vdltage Gas Pressure Discrimination  Dead

tory material of eachf Material Diameter Length from applied level time

and half ; soirce
method* (o) , (mm) | (om) { (mm) V) - (MPa) (keV) (Ms)
ARCL , |stainless steel !| 21 | W (auceated) | 0.03 | 36 | 10 |l.8to2.5%  ai, 0.1 0.1 to5 32,55 % 0.03
FTL brass Au 4 20 W (Au coated) | 0.05 70 10 2.4/2.5 Ar+10 7 (H4 0.1 0.5 to 2 7.85

4 caated S
NPL , |Cu and perspex ] 14 |Mo (Au coated) | 0.075 | 75 8 |1.875t02.3]  ArCH 0.1 03 7] 1.8
(Ag caated)
NRC Al 25.4 | stainless steel{ 0.025 38 12.7 1.5 Ar—CH4 0.1 |60 to460 (mV)| 2.1
4,7, 8 CH4
4.1‘

VNIIM ,, Al 81 20 W 0.03 100 15 2to3.2 {Ar+107 (H4 0.1 0.3 2.0% 0.1

* The figures in this colum refer to the methods used, as listed in paragraph 8 of the Table of cotents.

1

[ 2N %]

The upper and lower walls of the propartimal camter cpposite to the source and facing the NaI(Tl) detectors cmsisted of 0.9 mg cm 2

Al-caated palyester film. A schematic view of the detector is given in [4]

The voltage was varied to produce an effective change in the discriminatiom level.

At low electran energies the detectim efficiency is varied by changing the bias vdltage applied to the 4T proportimal camter to vary
the gas amplificatim [5]

The propartiomal camter had the shape of a rectangular bx.

The top of the camter was replaced by an Al foil 0.2 mm thick.

The tp of ae half of the proportimal camter catained a large window of mylar, coated m both sides with Al (tatal density

0.9 mg cm 2) to enable X rays to reach the Ge detectar (Fig. 2).
This value was chosen in the centre of the plateau.

The proportimal camter was pill-bax shaped.

~ea

Se



Labo-
ratory

method*®

AECL 1

2,3

BIPM 1,2

2,3

CNEN 1,2

Number and nature

Table 8 — Scintillation detectors for X— and Y-ray detection, dead times

Scintillation detectors

of crystals Resolution Distance Dead times
auter dim. hole size |Phototube Solid angle {counter— | for Y— and/or
ordinary  well type {diam. height|diam. depth (FrEM**) - source X-ray charmmel
(om) | (mm) |(um) |(om) %) (keV)|  (sr/4m) () (Us)
i 1
2 NaI(T1) 50 1 34 (at 28 keV) 9.5 0.43 4 2.55 ¥ 0.03
2 NaI(T1) 2 76.2{ 76.2 2 RCa8054| 7 (at 662 keV) 3|46.3 0.688 25 5.001 * 0.004
on both chamnels
NaI(T1) {152.4{152.4 | 50 [100 29 (at 27.5 keV) | 8 0.983 10 to 20 4
2 NaI(T1) 51 6 33 (at 27 keV) 9 10.08 to 0.796 | 1 to 50 5.9
2CI(TL) 551 {24 |10 | 5 25 (at 60 keV) |15 ~1 0.0035 © 10.6
2 NaI(T1) 76 | 76 22.2 (at 28 keV) 7{ 6.2 10 3.100 * 0.040
3.172 £ 0.038
2 NaI(TL) 51 6 57 (at 28 keV) {16 [0.015 to 0.485{ 1 to 100| 5.20 * 0.05
on both chamnels
NaI(T1) 82 |104 25 | 70.5 24 (at 28 keV) 6.7 0.991 4 5.00 * 0.02
NaI(T1) 50.8f 50.8 { 17 | 34 26 (at 28 keV) 7.3 0.75 0 8
NaI(T1) 37.6{ 2 40 (at 28 keV) |11 30 2.5
2 NaI(TL) 25 5 8 (at 662 keV) |53 0.028 6.5 8

9¢



Table 8 (contimed)

Labo- Number and nature Scintillation detectors
ratory of crystals Resolution Distance Dead times
and outer dim. hole size |Phototube Solid angle counter— { for Y- and/or
method®| ordinary well type|diam. height|diam. depth (FWD*®) source | X-ray channel
(mm) | (om) |(om) | (om) 3 (keV)|  (sr/4m) () (4s)
KSRI  4{2 NaI(T1) 38.1f 1 16.8 (at 59.5 keV) | 10 1 to150 4.00
IMRI 2{2 NaI(Tl) b4 2 ~ 25 20
NMAC 1| NaI(T1) 75 | 75 9.5 (at 662 keV) | 63 <0.5 0 1.22
2,412 NaI(TL) 50 | 50 7.0 (at 662 keV) | 46 < 0.5 3 to 100 3.192
6] NaI(T1) 75 | 75 2 RCAB850° 54.0
NIM 2|2 NaI(TL) 1014 | 2 i 30 (at 59.6 kev) 11| 18 ~15 4.2
NIST 1 NaL(T1) | 50.8| 50.8 | 6.7{50.8 12 27 (at 28 keV) 13| 7.6 0.987 4 b 15
1bis|2 NaI(T1)1® .60 17 25 (at 28 kev) 18| 7 0.8 ~2.5 15
NPL 4 19.9
NRC 3|2 NaI(TL) 76 | 76 7 (at 662 keV) | 46 33 o tso 6202 ;3
7,812 NaI(Tl) 50.8f 1.0 50 (at 5.9 keV) 3 33 2.10 i 0.02
oM 1 NaI(T1) {28 |35 |16 | 29 19.2 (at 59.5 keV) | 11.4 0.975
PSPKR 1 Nar(t1) { 115 90 |20 |65 27 (at 28 keV) 7.6 5
2| 2 NaI(TL) 176 | 76 19 (at 28 keV) 5.3 1.8 5.0
4| 2 NaI(T1) 176 | 76 19 (at 28 keV) 5.3 0.3 to 4.3 5.0

LE



Labo-

Number and nature

Scintillation detectors

Table 8 (continued)

ratory of crystals Resolution Distance Dead times
and aater dim. hole size {Phototube|. Solid angle comnter- | for Y- and/or
method®* | ordinary well type|diam. height|diam. depth (FWv®) source | X-ray chamel
(m) | () |(mm) | (mm) %) (keV)|  (sr/4m) (m) (Ms)
PB 1 2
4 | 2 Nar(T1) 75 6 ~ 30 (at 30 keV) <0.5 3 to150 | 5.00 £ 0.05
UVWIR 2 NaI(TL) 2 | 20 30 (at 28 keV) | 8.4 22 0.05
YNIIM 2,3|2 NaI(T1)!? 10 4 40 3 23 (at 28 keV) | 6.5 0.01 8 to 12 1.5%0.1

8¢
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Table 8 (continued)

The figures in this column refer to the methods used, as listed in
paragraph 8 of the Table of contents.
FWHM = full width at half maximum

Live-time measurements.

Only one for method 1; in this case the solid angle was 0.344 (sr/4m).
For one detector; for the other one the resolution was 6.7 %

(44.5 keV) at 662 keV.

Live-time correction of the multichannel analyzer Canberra 5100.

For further details on the detector system, see [6].

Foil thickness.

For one:detector; for the other one the resolution was 24.8 7

(6.9 keV) at 28 keV.

Live~time mode was used.

These phototubes were used to detect electrons.

With a Be window.

For one detector; for the other one the resolution was 26 % (16 keV)
at 59.6 kev,

Through hole.

At 59.4 keV the resolution of the detector was 18 7% (10.7 keV).

Mean distance between photon counter and source center.

Live-time correction of the multichapnel analyzer.

Two iﬁdependent measurements were made using the same method.

One detector was 0.4 mm high, the other 0.8 mm high.

At 59 keV the resolution of the detector was 15 % (9 keV).

Fixed dead time for the gamma monitor channels.

Common extending dead time for the B and anticoincidence Y channels.
The sum-peak activity measurements were based on method 1 modified for
peak area evaluations with a highly-resolving Si(Li) detector.

1 for method 1 and 2°0.5 for method 2.



Table 9 - Semi~conductor detectors for X—- and Y-ray detection, dead times

Semi—-conductor detector

Labora- Distance
tory Nature Dimensions Volume "Relative Energy Window between Dead times
and and type efficiency resolution | mate— ‘thick—|Solid angle| counter for Y- and/or
method* ¢ (mm) FWHM** rial ness and source| X-ray channel
h (mm) {(cm3) (%) (keV) (mm) (sr/4m) (mm) (us)
AECL Ge 440, 35 3.4 0.93 Be 0.13 0.083 35 2.55 £ 0.03
1 at 28 keV at 28 keV
NPL Ge-N type 85 0.92 Al 1.0 40 2 19.9
3 at 122 keV
NRC 2 Ge(Li) 2.2 40 2.01 £ 0.002
3 at 662 keV 5.06
NRC S1(Li) 6, 6 . 0.170 Be 0.13 45 2.10 £ 0.02
7, 8 ’ at 5.9 keV
PTB Si(Li) 5f 16, 5 3.6 Be 0.05 8.5
1 at 5.9 keV

* The figures in this column refer to the methods used, as listed in

*#% FWHM = full width at half maximum.

U WN =

Live-time measurements.
Distance between face of Ge crystal and source
Fixed dead time for the gamma monitor channels,
Common extending dead time for the beta and anti-coincidence gamma
The sum-peak activity measurements were based on method 1 modified

a highly-resolving Si(Li) detector.

= 45 mm.

channels.
for peak-area evaluations with

paragraph 8 of the Table of contents.

oy
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" Table 10

Coincidence and anticoincidence counting

Labora- Dead times Coincidence Remarks
tory & Te T, resolving times
method*|  (uS) b
AECL  [2.55 £ 0.03 | 2.55t0.03 ! 0.72 £ 0.01 2
BIPM 5.001 * 0.004 0.239 + 0,001
1
B\ 5.90+0.02 ! | 0.8 *0.08 Dead times determined with the
2,4 two-pulser method.
" CNEN 3.100 + 0.040 3 10.952 9 + 0.000 9 3 {Accidental coincidence rate observed with
1,2 3.172 £ 0.038 * |0.980 6 + 0.00L 0 * |yncorrelated random pulses.
20+ 005 1| 0.802+0.006 1
ENEA 5.00 £ 0.02
1
ETL 7.85+0.10 | 2.5%0.1 0.815 * 0,05 Dead times determined by the double—pulse
3 generator method and coincidence resolving
time determined by the source-pulser method.
i
IEA 8+ 0.2 ! 1 £0.05 Dead times and coincidence resolving times
2 determined by means of two oscillators.
KSRI 4.00 + 0.01 1 1,05 + 0,005 Dead times and coincidence resolving time
4 determined by means of a calibrated oscil—-
loscope (Tektronix 2465).
IMI 20 1 0.500
NAC 1 1.22
2,4 3.192 + 0.036 ! ®]0.495 0 £ 0.001 4 ©
6 {from 1.005 54,0 + 1.0 5 0.47 + 0,004 6
to 1.135 .
57 i
NIM 4.2%0.2 ! 0.98 £ 0.05 2 |he cotncidence resolving time vas determined
using accidental coincidences.
NPL 1.48 + 0,02 19.9 + 0.1 0.70 + 0.02 2 |Dead times were determined by means of a tail-
. pulse generator with a calibrated oscilloscope.
™ 2 1.5+ 0.1 1 0.5 + 0.02 Dead times determined by means of a source and
4 12.0*0.1 2.0+ 0.1 2.0%£0.1 a generator. Coincidence resolving time
obtained using the delayed coincidence curve.
NRC 3 |2.10 + 0.02 2| 1live time 0.950 * 0.050 2
corrections
7 |2.01 * 0.0028] 5.06 * 0.05
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Table 10 (catinued)

Labara— Dead times Coincidence Remarks
tary & Te T resdlving times
methat* 9 wh (b)
oM 6.045 + 0,005 10
1
PSPKR 5.0 ! 1.0 Fixed dead times.
2,4
5,00+ 0.05 | 1.00+0.02 Dead times and coincidence resdlving time
4 have been determined by the two-oscillator
method.
| UVWR 5.987 £ 0.010 11| 0.498 + 0.006 ? |pead times have been determined by means
2 of the two-oscillator methaod.
VNIIM 2 1.5+ 0.1 1 0.5 + 0.02 Dead times determined by means of a sairce
4 2.0%0.1 2,0+ 0.1 2,0 0.1 and a generator. Caincidence resolving time
obtained using the delayed coincidence curve.

* The figures in this colum refer to the methods used, as listed in paragraph 8 of the Table of camtents.

H
1 On both chamnels.

2 Dead times determined by the sawrce-pulser methad as described in [7]

3 Values for the first windav (16 keV to 45 keV) m both detectors and for both methaods.

" Values for the secand windov for both detectors: method 1 (45 keV to 72 keV), method 2 (16 keV to 72 keV).

> The aitputs fran NaI(T1) detectars and preamplifiers were terminated into a 50 Q power divider at the input

of the amplifier. No change in geametry and detectars was made. Only the high—valtage supply to each
detector was alternatively switched am and off.

_ mlz(ml*mz'mlz)]

t
= {1 - [1 1/ 2}, where m vand my are the comts obtained from the separate
p m 5 o 2

chamnels, mj9 the canbined camt and t the camting time.

6 Each NaI(Tl) detectar viewed an independent 1257 scurce. The discriminator aitputs fram each ¥-ray chammel
were fed to the inputs of the coincidence unit. The resdving time was calculated fram = ct/2m1m2, vhere

mand m) are the camts obtained fram the separate chammels, c the randon caincidence camt and t the
camting time.

7 The value of the dead time in the electrm channel depends m the bias setting.

8 Far gamma monitor channels.

? For beta and anticoincidence gamma chamels camom extending dead time.

10 Far me chamel; for the other T, = (6.035 * 0.005) ps.

1 For me chamel; for the other T, = (5.985 % 0.010) ps.
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Table 11 - Counting data for the different methods

Laboratory{ Window limits or Typical Background [Number of |Typical time for Date of
and discrim.threshold count rates rates saurces {one measurement measurement
method* (keV) ) (s |measured (s
AECL 1 88-07-14
2 10 to 90 100 to 1 700 0.3 + 0.1 6 1 000 88-07-11 to 88-08-29
3 0.l to5 250 to 1 250 0.5 0.5 6 1 000 88-07-20 to 88-08-13
BIPM 1,2 80 to 270 2,2 24 10800 1 88-06-06 to 88-06-29
CBNM 1 0 to 86 1 500 16 6 15 000 around 88-05-15 2
2 7 to 20 3 50 to 1 000 4 4 1 000 5 "
end of amplif. 4
4 7to20 3 50 to 1 000 4 4 100 5 "
end of amplif. 4
5 7.4 6 300 to 1 800 4.1 8 20 000 "
CNEN 1 16 to 45 7 400 to 2 500 5.7 20 5 400 88-06-09 to 88-06-30
5t072 8
2 16 to 45 400 to 2 500 5.7 20 5 400 "
16 to 72
4 10 to 100 3 000 20 9 200 to 10 000 88—06-;01 to 88-06-30
ENFA 1 10tos0 7 2 000 7 75 71 25 600 88-05-06 to 88-06-23
40 to 80 8 600 8 75 8
EIL 1 btods3 7 1 000 71 136 7] 14 2 000 88-06-26
B3tos2 8 600 8 0.76 8
3% 10 to 43 130 0.6 g 1 1 500 88-06-30
0.5 to 3 800 10 6 g U 1 500
IFA 2 60 12 3 000 1.8 13 1 800 88-06-15
KSRI 4 14 to 76 200 to 6 000 8 7 600 88-07-04
IRI 2 500 « 5 7 2 000 88-05-05 to 88-06-29
NMe 1 14 to 42 12 900 to 2L 000 1.9 8 200 to 1 000 [88-06-15 to 88-06-16
2,4 22.5 12 275 131 9 131 7 400 13188 0613 to 88-06-16
730 14 8 000 14
6 |45to70 121617 34 1.06 7 3 000 88-06-14
> 2 18 26 000 6 to 20 7 3 000
NM 1 14 1 500 3to8 10 1 200 88-08-17 to 88-08-18
NIST 1 19 1 000 20 1.33 10 2%3 000  {88-05-10 to 88-05-15
1bis 2 to 100 150 to 2 000 0.3 33 4 000 88-06~17
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Table 11 (contimed)

130 to 400 31 33

0.05

Laboratory| Window limits or Typical Background |Number of |Typical time for Date of
and discrim. threshold count rates rates sources |one measurement measurement
method* (keV) ) (s)  |measured (s)
NeL 3 2| 25.6 to 33.5 300 0.15 10 500 88-06-23
22 0.3 3 000 2 10 500 "
RC 7 & 60 to 460 23 {12 000 to 35 000 24| 0.5 8 10 800 88-05-15
8220 60 to 460 12 000 to 35 000 2| 0.5 8 10 800 "
o 1 Btos3 7 3 000 %l 0.3 18 1 000 88-05-17 to 88-05-20
- 3t078 8 88-06-14 to 88-06-17
PSPKR 1 200 to 2 300 7.1 g 9 1 000 88-07-05 to 88-07-06
43
2 15 to 4 870 to 1 500 3.0 6 160 88-07-05 to 88~07-14
4 15 to 44 870 to 1 500 3.0 6 800 " "
PIB 1 20 to 38 7 400 0.04 7 7 10 000 88-06~25
3Bto69 8
4 17 to 100 20 000 28] 5 15 1000 2 {88-05-03 to 88-06-28
/
UWWR 1 2tosl 7 2 880 3.3 10 10£100  |88-05-19 to 88-05-24
4 to128 8
2 12 to 128 2 880 3.3 10 10x100 "
WIM 2 20 to 40 12 2300 39 0.2 7 2 000 88-05-18
3000to6000 31| 2¢to5 9 2 000 88-05-18
3 600 32| 2
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‘Table 11 (continued)

The figures in this column refer to the methods used, as listed in
paragraph 8 of the Table of contents.

From one source of very low activity: 86 400 s; for the other sources:
7 200 s.

The measurements have been repeated around 1988-06-15.

Low-level discriminator.

Upper level discriminator.

For one data point. 255 data points were measured.

Extrapolation.

For the single peak.

For the sum peak.

Counting data for X and Y rays.

Counting data for electrons.

Under 16 different conditions.

Discrimination window.

At 3 mm.

At 100 mm, i
The coincidence background rate varied with distance and was 0.185 s~

at 3 mm and 0.012 s™! at 100 mm.
Counting data for X and Yy rays.

1

Sum peak only.
Counting data for electrons.

Extrapolated to zero energy.
Spectrum measured between 6 and 110 keV to include triple (accidental)

coincidences.
X- and Y-ray counting.

Electron counting.
In mV.

s

82 measurements were made.
36 measurements were made.

For the total spectrum.

27 measurements were performed.

At low source—detector distances.

Time for one data point. One extrapolation needed about 50 to 400 data

points. Maximum value at low distance.

4T proportional counter.

For € and € » respectively, where € = N /N_ varies between 0.15
min max c

and 0.65.

Scintillation counter.

For the coincidence channel.
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Table 12 - Correctims applied in calculating results

Labara— Method Back- Decay Tailing Decay scheme data  Dead Remarks
tay gramd of peak time
* @& | @ @& %)
AECL 2 The XX caincidence rates were corrected for
accidental caincidences.
3 Individual eX coincidence rates were corrected
for delay mismtch and accidental coincidences.
BIPM 1, 2 By = 0.797 £ 0.001 Py = 1/(1 + @),
‘ W = 0.877 * 0,020 Py =Pl Py=(l+ /(L + %,
B = 0.066 7 £ 0.00L 3 (P1P,)/(P + Pp)” = 0.249 5 * 0.000 8.
ocK =11.9 £ 0.2 K= PY(l + ozKuk)/pKuk_
o« =14.0 £ 0.3 !
CB\M 1 1 12 0.5 PK = 0,796 9 £ 0.001 7
' W = 0.875 + 0.011
PY = 0.066 7 * 0.002 2
o =11.9 + 0.5 !
2,4 04112 K'=0.998 1 + 0.002 2 2| 0.6 |The Cax-Tsham farmilae [14] far dead~time
coarrectims were used.
_ Other carrectims applied:
5 0.2 0.2 %, = 2.09 0.3 {- solid angle 0.04 %,
to to to |- self-absarptiom far electras 3 7%,
1.4 0.4 3 1.8 {- foil absorptin for electrms 0.48 .
QNEN 1 N Extrapdlatim to zero camt rate.
2 N The Cox~TIsham formilae [14] were used for
o carrecting the camt rates.
ENFA | 1 (PP,)/(Pp+ Py)? = 0.249 4 * 0,000 5.
The peak separatiom was dae by a linear
extrapolatim o tails. The accidental smming
in the coincidence peak was taken into accamt
by an extrapdlatim to zero camt rate.
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Table 12 (continued)

Labara- Method Back~ Decay Tailing Decay scheme data  Dead Remark s
gramd of peak time

* @& B @ (%)

1 PK = 0.79 9 Effect due to the accidental am in the pulse—
= 0.877 height distritutio. The resilts were corrected
= 11.986 by extrapolating back to zero sairce strength

a = 14,02 (see Fig. 1).

P1 = PKUk = 0.698 6.

Py = (%% + 12/(1 + &) = 0.766 4.

P.P,/(P, + P = 0,249 40.

ng/f N +%)N 2/N][PP/P +P)2] F
o= (Y 2) /Nl LPyPy/(By + Py) [ F,

vhere F is a correcting factor for accidental
am effect.

3 10 7 of correction for accidental caincidences.

The Campi formilae were used [16].

2 PK = 0.797 ;

W = 0.877
o = 11.9
a = 14,02

4 Carrectins for dead time, resdlving time, decay

and backgromd.

2 PK = 0,797 4 X/(1 +K)2 = 0.998 1.
= 0.877
=11.9

a =14.0
1 ‘ Pl = 0.699; P2 = 0.762 7.
2 K=1.09 8 Carrectimn for backgramd, dead time, resalving

5K/ (1HK)2 = 0,998 1

time, buogyancy, and decay.

The coincidence camt rate was corrected using
the formila given by Bryant [15]. A formila was
derived to estimate the uncertainty in No' Far
each saurce, measurements were made for a range
of saurce-to-detector distances and cambined to
give a weighted mean and the correspading
uncertainty using the usual fammulae.
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Table 12 (cantinued)

Decay scheme data

Dead
time

(%)

Remarks

NIST

NRC

1bis

K=1.090 8
5K/ (14K)2 = 0.998 1

Pg = 0.797 + 0.001
wg = 0.877 £ 0.02
ag = 11.9 + 0.2
a =14.0 £ 0.3

The same correctims as for methad 2 vwere
applied. A famula was derived to estimate the

uncertainty for each y(x) measurement and used
to weigh the values appropriately for the

fitting process.

Coarrectims were applied for backgramd, dead
time, coincidence resodlving times (0.47 us),

satellite pulses (0.12 % to 0.23 %), buycancy
and decay.

4 K/(1 +K)2 = 0.998 1.

{

Sum-peak tail carrectim camputed as 1.2 times
the semi-logarithmic tail.

Mean efficiency € = 0.819 * 0.006.
Extrapdlatiom to zero count rate.

€g was varied by changing the high voltage in
25 V steps. The backgramd was subtracted at

each voltage (this did not change significantly
over ame week). The Cx—Isham (modified by

Smith) formila [17] was applied to carrect for
dead time and resdlving time.

The usual decay correction was made. Carrectims

for backgraund and radicactive decay were
applied.

Carectims for backgraind, dead time, resdlving
time and radicactive decay were applied.
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Table 12 (continued)

Labora- Method Back- Decay Tailing Decay scheme data  Dead Remarks
tory ground of peak time
* @ & @& %)
OMH 1 1 2/ (P The count rates for the singles events N1 and

0. 249 4 % 0.000 5 for the sumcoincidence peak events N have been
corrected for dead time, background and decay.

A tail correction has also been applied. An
extrapolation to zero count rate has been made
in order to eliminate the effect of accidental
suming in N2. Therefore, activities between
0.8 kKBq and 9 kBq were measured. To obtain the
area under the singles peakN and the sm peak
Ny, two timing smgle—dwarmel units were used
The singles—peak tail and the sm-peak tail have -
been determined graphically.

Py = B Py = (o) ().

PSPKR 1 Extrapolation to zero count rat,e. Correction
data for backgromd and decay.

PTB 1 P, = 0.066 7 P| = P = 0.699 0; %We/(1 +%) = 0.695 7.
4 : K = 1,112 The Cox-Lsham formila [14] was used.
Py = 0.797
u)K = 0.877
=11.9
a =140
UVWWR 2 The Cox~Icham formila [14] was used.
wim | 2 : o 4 R/(1 +K)? = 0.999 6.

* The figures in this column refer to the methods used, as listed in paragraph 8
of the Table of contents.

These values lead to X = 1.097 8 * 0.027 6.

) 4 PKwKPY(oc wK+ 1)
K' =
+ P (0w + ]2

[Py
Exponential tail below 7.4 keV.

The same values were used as for the BIPM.

Canberra model 2037A combined with a dead-time generator constructed at the OMH.
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Table 13 - Uncertainty components of the final result (in %)

Laboratory

Method*

AECL

BIPM

CBNM

Component s due to:
- counting statistics
weighing
dead time
" backgraund
“pileup
" timing

adsorption
impurities

decay scheme (K factor)
half life

dilution factor
peak separation

Ny

N,

detection efficiency
tail extrapolation

resolving time

fitting of extrapol. curve
accidental summing

lower level discrim. for Ni
gate

accidental coincidence
after pulse

spurious pulses
threshold drift
satellites

am-peak effects

extrapol. to zero count rate

source—~to-detector distance

Gandy effect
other effects

Cambined uncertainty

0.14 1

0.02 *
included

0.05 2
included
0.10
0.01
0.01
0.03

N N

0.18

0.04 3
0.02 %
< 0.0L ®

< 0,01
0.01
0.0L 7
0.01 8
0.03

N N

0.04 2
0.02 *
<0,01L 5

0.01
0.0L 7
0.01 8
0.01

ANV A

N

0.05

0.117
0.025 5

0.16
0.117
0.004 8
0.45

0.5

0.04
0.025 5
0.08

0.058
0.32
0.004 8

0.33

0.15
0.15 10
0.05 11
0.10
0.01

0.22
0.07

0.2
0.3

0.5

0.44
0.15 10
0.10
0.10

0.10

0.22
0.07

0.55

0.30 12
0.15 10
0.10
0.10

0.10

0.22 13
0.07

0.44

0.05

0.20
0.10

0.10

0.07

0.10
0.20

0.34
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Table 13 (continued)

CNEN

ENEA

ETL

IEA

KSRI

IMRT

Component s due to:

. camting statistics
weighing

dead time

" background

“pile-up

' timing

adsorption
impurities

decay scheme (X factor)
half life

dilution factor
peak separation

N

)

detection efficiency
tail extrapolation

resolving time

fitting of extrapol. curve
accidental suming

lower level discrim. for N1
gate

accidental coincidence
after pulse

spurious pulses

threshold drift

satellites

amrpeak effects

extrapol. to zero count rate
saurce—~to-detector distance
Gandy effect

other effects

Cambined uncertainty

0.23

0.10

0.006

0.005

0.005

0.16
0.06

0.28

0.41

0.20
0.10
0.002
0.008

0.005

0.16
0.06

0.28

0.27 14
0.03
0.14

< 0.05

< 0.01

0.12

0.09
0.11

0.36

0.08
0.02
0.01
0.05

0.002 1°
0.001

0.2

0.08
0.01
0.04

0.1
0.00 16

0.603

0.1
0.01

0.01
0.1

0.01
0.01
0.1
0.1
0.05

0.3

0.37

17] 0.4 26
0.02 27

0.01
19

0.05 28
20] o.01 20

211 g.01 21
22

23 0.1 23
241 0.05 24

0.45 29

25

0.1 30
0.3

0.69

0.050
0.030
0.040
0.003

0.010

0.210

0.06

0.23

0.21 31
0.03 32
0.02 3
0.002 3
0.00

0.02
0.47

0.22 36

0.56

0.06

0.03
0.028
0.024

0.003

0.07

0.0029

0.11
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Table 13 (catinued)

Canpments due to:

camting statistics
weighing

dead time

backgramnd

pile—up

timing

adsarptim

impurities

decay scheme (K factar)
half life .
dilutim factar

peak separatim

N

Ny

detectim efficiency

tail extrapolatiam -
resdlving time

fitting of extrapal. curve
accidental smming

lover level discrim. far N1
gate

accidental coincidence
after pulse

spuriaas pulses

threshadld drift

satellites

amrpeak effects

extrapol. to zero camt rate
saurce-to-detector distance

Gandy effect
other effects

Canbined uncertainty

NAC NIM NIST NPL NRC
1 2 4 6 38 2 1 1bis 3 7 8
0.103 {0.022}0.065(0.32 39| 0.2 0.08 0.08 0.07 }0.05 3{0.05 53
0.075 [0.075{0.075{0.05 0.06 0.08 “2{ 0.15 0.09 *2]0.05 *|g.05 "
0.001 {0.005/0.002{0.09 0.01 0.1 3] 0.05 0.02 50 55{0.03
0.001 |0.003}0.019]0.05 0.01 0.005 0.01 0.00 [0.02 Jo.02
0.1 0.05 |0.05
0.04 0.01 %%}g.01 2°
0.05 4 0,08 44 0.0L |0.01 57]0.01 57
<0.00 |<o0.00 |<o0.01% 58 58
0.17 |0.12 |0.12 0.06 0.13
0.2 0.02
0.06 0.05
{
0.1 4
0.15 47
0.023]0.030{0.007 0.05
0.20 0.40 0.06 18 0.26 22
0.1
0.1
0.03
0.5 40
0.05
0.25
0.05
0.2 0.4 0.4
0.31 37}0.145/0.160]0.53 0.6 "0 0.27 0.35 0.40 |0.40
0.4
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Table 13 (cotimed)

PSPKR

PTB

UVVVR

VNIIM

-Canpaents due to:
camting statistics
 weighing

dead time

backgramd

pile-up

timing '

adsarption

impurities

decay scheme (K factor)
half life "
dilutim factar

peak separatim

N

)

detectim efficiency

tail extrapolatio |
resdlving time
fitting of extrapol. curve

accidental smming

lower level discrim. for N1
gate

accidental coincidence
after pulse ’

spurious pulses
threshald drift
satellites

am—peak effects

extrapdl. to zero camt rate
sairce—todetectar distance
Gandy effect

other effects

Canbined uncertainty

0.03
0.015 ©0
0.005
0.0L

0.005

< 0.001
< 0,001
0.08
0.02

0.10

0.1

0.17

0.5
0.6
0.6
0.2
0.2
0.2

0.6

1.20

0.1
0.6
0.5
0.2
0.2
0.2

0.91

0.3
0.6
0.5
0.2
0.2
0.2

0.5

1.03

0.46

0.01
0.01
0.01
0.05 61
0.01

0.3 ©2
0.6 63
O.8

0.01

0.02 64
0.02

0.01

0.05 61
0.01

0.2

0.3 ©2

0.37

0.041
0.01
0.01
0.04
0.01
0.10

0.15
0.15

0.3

0.38

65

0.043

0.01
0.01

0.05
0.01 65

0.09

0.15
0.15

0.24

0.1

0.05
0.05
0.1

0.05
0.05
0.02

0.1

0.05

0.2

0.34

0.1

0.05
0.05

0.1
0.05

0.05
0.02

0.005

0.05
0.3

0.05

0.4

0.54
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Table 13 (continued)

The figures in this line refer to the methods used, as listed in
paragraph 8 of the Table of contents.

Uncertainty in the intercept (at zero mass) of a fit of apparent
activity versus mass using the averaged results of 6 sources (the
extrapolation accounts for pile-up which is difficult to measure).
Possible variation of the estimated average.

Internal error in the weighted mean of 153 results.

From calibfation of balance.

Effect of a 10 variation on the dead time value.

Included in counting statistics.

From adsorption analysis by Ge.

From Ge counting.

The external error in the weighted mean of 15 intercepts from
15 individual fits of data for 6 sources (> 400 points). /

15 ug per source.

Live timing multichannel analyzer.
255 data points (fit).

K' factor.

(1/1\11 + 1/1\12 + l/Nc)%.

Stability and accuracy of timer.
Due to loss of counts for E < 10"kéV.
Standard deviation of the mean.

10 ug unéertainty.

10 % of the correction.

Adsorption test.

Y-ray spectrometry.

From decay data evaluation.

0.4 day uncertainty.
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26

27

28

29

30

31

32

33

34

35

36

37

38

39

40

L]

42
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Table 13 (continued)

Difference of two results.
Setting of the singles—peak region.

Statistics of extrapolation.

10 %Z of correction due to the slope.

Gandy effect.
Difference between two results by linear and binomial extrapolation.
10 % of correction.

Standard error for 7 sources.

Mm/m, where m is the mean mass.
Estimated from measured uncertainty.
Estimatéd from measured count rate.
Inaccuracy of the crystal oscillator.

From limits of least—squares fit for extrapolation.

To account for the error due to random pile—ups, sources of different
strengths were made and counted under the same conditions. An
extrapolation of the measured activity of the mass solution (as given
by each source) was made to zero mass (i.e. zero source activity) to
get the correct disintegration rate of the solution.

The following formula was derived to estimate the uncertainty in the
disintegration rate of the measured source:

(Ny + 2 Np)? UG N3 - 8f)2 N
4 N3 t “16 W4 t

where t is the counting interval.

Each point was weighted accordingly (1/02). A linear fit was found.

GZ(NO) =

3

Method 3, where the proportional counter is replaced by a liquid
scintillator.

Standard deviation of 7 measurements.

When the gate includes both the singles and sum peaks.
When the gate includes only the singles peak.

S = Am/m, where Mm = 20 Ug and m is the mean mass.

Live—-timer accuracy.
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L6

L7

L8

L9

50

51

52

53

54

55

56

57

58

59

60

61

62

63

64

65

56
Table 13 (continued)

Adsorption and evaporation.

Decay correction to May 15, 1988.
Efficiency variation in source.
Sum—peak tail.

Extrapolation to zero energy.
Includes dilution and source weights.
Main contribution from TB.

Determined by Y spectrometry.

Extrapolation of NB/SB versus (1 - 85)/85 and variation with weight
drop.

Internal uncertainty on combined data.

Precision calibrated balance.

Not required in anticoincidence counting.

Variance on live timing.

Estimated.

Assumed to be pure.

Spread in values observed when changing such conditions as counting
gas (Ar + 10 % CH, to CH,) and gamma window, to include sum peak and
efficiency extrapolation.

Weighing and dilution. o

By experience.

of

Chemical effects and precipitation. This effect was estimated from the

spread of the count rate to mass ratios of the individual sources.

Separation of -correlated spectral regions for the analysis of the
pulse-height spectrum.

Dead time plus accidental coincidences.

Adsorption and leak.
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Table 14 - Main uncertainty components of the final result

Labo- Main contributions Value of Total Method
ratory to the combined uncertainty the main uncertainty
contributions
(%) (%) *
AECL counting statistics 0.14 2 0.18 1
timing 0.10 3
counting statistics 0.04 2
decay scheme "K factor” 0.03 ‘ 0.06
weighing 0.02
counting statistics 0.04 : 0.05 3
weighing 0.02
BIPM peak separation 0.45 i 1
counting statistics 0.117 § 0.51
decay 0.117
decay 0.32 0.33 2
CBNM uncertainty from Ny 0.30 1
decay—scheme correction 0.22 /
uncertainty from Ny 0.20 0.5
counting statistics 0.15
weighing 0.15 J
counting statistics 0.44 2
decay—-scheme correction 0.22
weighing 0.15 0.55
dead time 0.10
background 0.10
timing 0.10
counting statistics 0.30 4
decay—-scheme correction K' 0.22
weighing 0.15 0.44
dead time 0.10
background 0.10
timing 0.10
weighing 0.20 5
tail extrapolation 0.20
dead time 0.10 0.34
background 0.10
detection efficiency 0.10
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Table 14 (continued)

Labo- Main contributions Value of Total Method
ratory to the combined uncertainty the main uncertainty
contributions
(%) %) *
CNEN extrapolation 0.28 1
counting statistics 0.23 : 0.41
decay—scheme correction "K factor™ 0.16 v
weighing 0.10
counting statistics 0.20 : 2
decay—-scheme correction 0.16 : 0.28
weighing 0.10 )
counting statistics 0.27
dead time 0.14
decay correction 0.12 0.36 3
fitting of extrapolation curve 0.11
resolving time 0.09
ENEA decay—scheme correction 0.2 0.26 1
accidental summing 0.1 ~ v
ETL gate 0.3 1
counting statistics 0.1 _
pile-up 0.1 0.37
decay correction 0.1
decay—scheme correction 0.1 :
extrapolation 0.45 3
counting statistics 0.4 0.67
after pulse 0.3
1IEA decay—scheme correction "K factor” 0.21 0.23 2
KSRI decay correction S 0.47 2
extrapolation 0.22 0.56
counting statistics 0.21
IMRT decay-scheme correction "K factor"” 0.07 2
counting statistics 0.06
weighing 0.03 0.11
dead time 0.028
background 0.024
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Table 14 (continued)

Labo—- Main contributions Value of Total Method
ratory to the combined uncertainty the main uncertainty
contributions
(%) (%) *
NAC fitting of data 0.2 1
decay-scheme correction 0.17 0.31
counting statistics 0.103
threshold drift 0.1
decay-scheme correction 0.12 0.145 2
decay—-scheme correction 0.12 0.160 4
fitting of data 0.4 0.53 6
counting statistics 0.32
NIM sum—peak effects 0.5 1
counting statistics 0.2 ,
other effects (not explained) 0.2 , 0.6
decay correction 0.2 ,
accidental coincidence 0.1 .
NIST sum—-peak tail 0.15 1
efficiency variation in source 0.1 0.27
dead time 0.1
pile=-up 0.1
source~to—detector distance 0.25 1bis
weighing 0.15 » 0.35
decay—-scheme parameters 13
NPL extrapolation 0.26 0.29 3
NRC other effects 0.4 0.4 7,8
‘ RN N
OMH peak separation 0.1 0.17 1
extrapolation to zero count rate 0.1 '
PSPKR weighing 0.6 1
dead time 0.6 :
other effects (not explained) 0.6 1.2
counting statistics 0.5
weighing 0.6 0.91 2
dead time 0.5
weighing 0.6 3
dead time 0.5 1.03
extrapolation 0.5 :
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Table 14 (continued)

Labo- Main contributions Value of Total Method
ratory to the combined uncertainty the main uncertainty
contributions
(%) (%) *
PTB 3 0.6 1
counting statistics 0.46 0.8
4 0.3
4 0.3 i 0.37 4
fitting of extrapolation curve 0.2
UVVVR gate 0.3 ‘ 1
decay correction 0.15 0.38
dilution 0.15 '
decay-scheme correction 0.1
dilution .15 0.24 2
decay correction 0.15
VNIIM other effects (not explained) 0.2 2
decay scheme correction 0.1 0.34
background 0.1
counting statistics 0.1
other effects (not explained) 0.4 3
fitting procedure 0.3 0.54
counting statistics 0.1
background 0.1

* The figures in this column refer to the methods used, as listed in paragraph 8
of the Table of contents.

effects disappear and the total uncertainty is 0.4 %.

Spread in values observed when changing such conditions as counting gas

(Ar+CH4 9:1) to CH4) and gamma window, to include sum—-peak and efficiency
extrapolation.

spectrum.

When the gate includes both the singles, and sum peaks. In the other case these

Separation of correlated spectral regions for the analysis of the pulse~height

Chemical effects and precipitation estimated from the spread of the count rate to
mass ratios of the individual sources.



Table 15 - Final results

Laboratory|Activity conc?ntratlon Combined T1/2
and (kBq g uncertainty determined
at reference date** by lab.
method* |(1988-06-15, 00 h UT) | (kBq g~') (d)
AECL 1 1 413.35 2.54 59.29 * 0.07 !
2 1 413.85 0.78
3 1 412.05 _0.65
1 412,80 2 0.57
BIPM 1 1 425.1 7.21
9 1 420.58 4,74
CBNM 1 1 422.3 7.0
2 1 425.8 7.7
4 1 443.2 3 6.3
5 1 427.9 4.9
CNEN 1 1 438.9 5.9
2 1 434.1 4.0
4 1 430.8 5.2
ENEA 1 1 446.9 3.8 59.38 + 0.03 4
ETL 1 1 445.2 5.4
3 1 461.0 10.0
IEA 2 1 421.0 3.0
KSRI 4 1 358.0 7.6
LMRI 2 1 435.7 1.6 59.90 * 0,11 °
NAC 1 1 425.0 4.4 59.40 * 0.05 |19)
2 1 436.45 2.09
4 1 434,83 2.29
6 1 447.6 7.6
NIM 2 1 433.0 6 9.0 6
1 430.0 7 5.0 7
1 %30.7 2 1.3
NIST 1 1 436.0 3.9
lbis 1 429.0 8 5.0
NPL 3 1 419.6 4,2
NRC 7 1 438.23 5.78 59.26 + 0.03 9
8 1 431.54 5.71
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Table 15 (continued)

Laboratory|Activity conc?ntration Combined T1/2
and (kBq g~ ) uncertainty determined
at reference date** by lab.
method* |(1988-06-15, 00 h UT) | (kBq g~) (@)
OMH 1 1 438.7 10 2.4
1 438.9 11 4.3
1 %38.75 2 0.09
PSPKR 1 1 440.0 20.0
2 1 440.0 10.0
4 1 430.0 10.0
PTB 1 1 429.0 11.0 59.39 * 0,02 12
4 1 427.0 5.0
UVVVR 1 1 424.9 13 1.3
2 1 429.95 13 0.35
1 429.6 2 1.3
VNIIM 2 1 428.6 4.9
3 1 441.2 7.7 !

The figures in this column refer to the methods used, as listed in
paragraph 8 of the Table of contents.

Calculated with T = (59.5 * 0.4) 4.

1/2
The half life was checked by doing X-X coincidence measurements with
three of the VYNS-film sources from the 1987 trial comparison. The
present measured activities were compared with those measured in 1987.
This gave essentially a two point half-life fit.

This result (and similar ones in this column) is the weighted mean of
the results obtained (sometimes usjing different methods).

For the average slope of this method it was found -1.037 and not -1.
This might explain the difference with method 2.

The decay of a 1251 source was followed from May 6 to June 23, 1988.

80 activity measurements were made during this period and they gave the
result quoted above.

A set of mylar-sandwiched sources prepared for the X-X coincidence
method was measured at regular time intervals from May 5 to

June 29, 1988, i.e. over a period of time of about one 1251 half 1ife.
The results were corrected for decay, using successively half-life
values of 59.39, 59.5 and 59.90 d. The results obtained with the first
two values show a systematic bias, the most important being for the
59.39 d value. The results obtained with the value of 59.90 d are
coherent (Fig. 13). It can be noted that a loss of radiocactive matter
would have favoured low half-life values. The measurements are still
going on.
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Table 15 (continued)

When the gate includes the singles only.
When the gate includes the singles and the sum peaks.

A value of (1 434 * 11) kBq g—l) was obtained using calculated
efficiencies rather than by a sum—~peak analysis. The result is in good
agreement with the other values from NIST, but has a larger uncertainty
because of the 0.74 7 uncertainty in the efficiencies. Only the first
value given is shown in Figure 14 and is used for calculating the mean
value.

This measurement was performed on 5 ml of solution sealed in an NBS
glass ampoule and measured with an NPL (model 671) 4my ionization
chamber. The measurements covered a time span of about 346 days.

-The measurements performed from 1988-06-14 to 1988-06-17 led to this

value; it 1s the only OMH value taken into account in calculating the
mean value for all laboratories.

This value is the result of measurements performed from 17 to
20 May, 1988, adjusted to the reference date.

Value obtained in the frame of the trial comparison and published f

in [20].

Weighted mean of activity measurements obtained with two different
dilutions.

P
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Table 16

Mean values (in Bq mg 1) for all methods and all laboratories.
(The number of individual results is indicated in parentheses).

Weighted mean value 1 425.6 %
+

Ny (38)
Unweighted mean value 1 429.8 6

1
2. (38)

Table 17

Mean values (in Bgq mg_]) for all methods if the results of the ETL
and the KSRI are omitted.

(The number of individual results is indicated in parentheses).

Weighted mean value 1 425.6 = 1.4 (36)
Unweighted mean value 1 431.0 £ 1.5 (36)
f
Table 18

Mean values (in Bq mg—]) for the activity concentration determined by
methods 1 to 4. The number of laboratories which have used a given method

is indicated in parentheses. The results for methods 5 to 8 are given
in Table 15.

Method Weighted mean value Unweighted mean value
1 1 428.2 £ 2.6 (13) . . 1 431,9 * 2.7
2 1 427.9 £ 1.9 (11) 1 428.8 = 2.4
3 1 412.6 * 2.4 (4)* 1 433,5 * 11.1%*
4 1 429.7 £ 7.9 (6)** 1 420.6 * 12,7%%

* 1f the result pbtained by the ETL is excluded,
the weighted mean is (1 412.4 +* 1.9) Bq mg—] (3) and

the unweighted mean (1 424.3 8.7) Bq mg—l-

I+ I+

*% If the result obtained by the KSRI is excluded,
the weighted mean is (1 433.8 2.0) Bg mg'1 (5) and

the unweighted mean (1 433.2 * 2.8) Bq mg !-

I+ i+
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Fig. 1 — Decay scheme of 1251 taken from [1]
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Fig. 2 - Schematic view of the NPL measuring equipment.
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Fig. 3.2 - Typical spectra obtained by means of method 1.
All laboratories used a NaI(Tl) detector. For the NAC, the sources were
solid in case a and liquid in case b.
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Sl’ SZ and 681 designate the areas of the corresponding dashed regions and are used in eq. (2).
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