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•  Past adjustments of the constants 
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•  CODATA and the new SI 



Past – before CODATA 
•  Method of Least Squares 

–  “Nouvelles méthodes pour la détermination des orites des comètes,” Adrien-
Marie Legendre, Paris, publisher F. Didot, (1805) 

–   “Theoria motus corporum coelestium in sectionibus conicis solem 
ambientium,” C. F. Gauss, Hamburg: S. F. Perthes and I. H. Besser, (1809) 

–  “Théorie Analytique des Probabilités,” P. S. Laplace, marquis de, vol. II, Paris: 
Ve. Courcier, (1812) 

–  “Theoria Combinationis Observationum Erroribus Minimis Obnoxiae,” in 
Commentationes societatis regiae scientiarum Gottingensis recentiores, Vol. 
v., C. F. Gauss, Göttingen: Royal Society of Göttingen, pp. 33-62 (1823) 

•  Adjustments of the Constants 
–  “Probable Values of the General Physical Constants,” R. T. Birge, Rev. Mod. 

Phys. 1(1), 1-73 (1929) 



Past– before CODATA 
•  Subsequent determinations 

–  “Our Knowledge of the Atomic Constants F, N, m, and h in 1947, and of Other Constants 
Derivable Therefrom,” J. W. M. DuMond and E. R. Cohen, Rev. Mod. Phys. 20(1), 
82-108 (1948) E 21(4), 651-652 p. (1949) 

–  “A Re-Evaluation of the Fundamental Atomic Constants,” J. A. Bearden and H. M. Watts, 
Phys. Rev. 81(1), 73-81 (1951) 

–  “Least-Squares Adjustment of the Atomic Constants, 1952,” J. W. M. DuMond and E. R. 
Cohen, Rev. Mod. Phys. 25(3), 691-708 (1953) 

–  “Present Status of the Atomic Constants,” J. A. Bearden, M. D. Earle, J. M. Minkowski, 
and J. S. Thomsen, Phys. Rev. 93(3), 629-630 (1954) 

–  “A Survey of Atomic Constants,” J. A. Bearden and J. S. Thomsen, Nuovo Cimento 
Suppl. 5(2), 267-360 (1957) 

–  “A survey of the systematic evaluation of the universal physical constants,” R. T. Birge, 
Nuovo Cimento Suppl. 6(1), 39-67 (1957) 

–  “Résumé of Atomic Constants,” J. A. Bearden and J. S. Thomsen, Am. J. Phys. 27(8), 
569-576 (1959) 

–  “Status of Knowledge of the Fundamental Constants of Physics and Chemistry as of 
January 1959,” J. W. M. DuMond, Ann. Phys. (N.Y.) 7(4), 365-403 (1959) 

–  “Our Knowledge of the Fundamental Constants of Physics and Chemistry in 1965,” E. R. 
Cohen and J. W. M. DuMond, Rev. Mod. Phys. 37(4), 537-594 (1965) 

–  “Determination of e/h, Using Macroscopic Quantum Phase Coherence in 
Superconductors: Implications for Quantum Electrodynamics and the Fundamental 
Physical Constants,” B. N. Taylor, W. H. Parker, and D. N. Langenberg, Rev. Mod. Phys. 
41(3), 375-496 (1969) 



Treatment of Discrepant Data 
•  Expand all uncertainties for a satisfactory χ2 

•  Exclude “incompatible” data, no expansion 
•    
•    
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•  Input data must be thoroughly investigated! 



Formation of CODATA 
•  1966 –ICSU establishes the Committee 

on Data for Science and Technology 
(CODATA) 
–  To strengthen international science for the benefit 

of society by promoting improved scientific and 
technical data management and use 

icsu.org	
  

codata.org	
  

•  1969 CODATA establishes the Task 
Group on Fundamental Constants 
–  To periodically provide the scientific and 

technological communities with a self-consistent 
set of internationally recommended values of the 
basic constants and conversion factors of 
physics and chemistry based on all of the 
relevant data available at a given point in time. 



CODATA Adjustments 
–  “The 1973 least-squares adjustment of the fundamental constants,” E. R. 

Cohen and B. N. Taylor, J. Phys. Chem. Ref. Data 2(4), 663-734 (1973) 
 
–  “The 1986 adjustment of the fundamental physical constants,” E. R. Cohen 

and B. N. Taylor, Rev. Mod. Phys. 59(4), 1121-1148 (1987) 

–   “CODATA recommended values of the fundamental physical constants: 
1998,” P. J. Mohr and B. N. Taylor, Rev. Mod. Phys. 72(2), 351-495 (2000) 

–  “CODATA recommended values of the fundamental physical constants: 
2002,” P. J. Mohr and B. N. Taylor, Rev. Mod. Phys. 77(1), 1-107 (2005)  

–  “CODATA recommended values of the fundamental physical constants: 
2006,” P. J. Mohr, B. N. Taylor, and D. B. Newell, Rev. Mod. Phys. 80(2), 
633-730 (2008) 

–  “CODATA recommended values of the fundamental physical constants: 
2010,” P. J. Mohr, B. N. Taylor, and D. B. Newell, Rev. Mod. Phys. 84(4), 
1527-1605 (2012) 



pml.nist.gov/constants 
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Abstract – About a dozen measurements of Newton’s gravitational constant, G, since 1962 have
yielded values that differ by far more than their reported random plus systematic errors. We
find that these values for G are oscillatory in nature, with a period of P = 5.899 ± 0.062 yr, an
amplitude of (1.619 ± 0.103) × 10−14 m3 kg−1 s−2, and mean-value crossings in 1994 and 1997.
However, we do not suggest that G is actually varying by this much, this quickly, but instead that
something in the measurement process varies. Of other recently reported results, to the best of
our knowledge, the only measurement with the same period and phase is the Length of Day (LOD
—defined as a frequency measurement such that a positive increase in LOD values means slower
Earth rotation rates and therefore longer days). The aforementioned period is also about half of
a solar activity cycle, but the correlation is far less convincing. The 5.9 year periodic signal in
LOD has previously been interpreted as due to fluid core motions and inner-core coupling. We
report the G/LOD correlation, whose statistical significance is 0.99764 assuming no difference in
phase, without claiming to have any satisfactory explanation for it. Least unlikely, perhaps, are
currents in the Earth’s fluid core that change both its moment of inertia (affecting LOD) and
the circumstances in which the Earth-based experiments measure G. In this case, there might be
correlations with terrestrial-magnetic-field measurements.

Copyright c⃝ EPLA, 2015

Introduction. – Newton’s gravitational constant, G,
is one of a handful of universal constants that comprise our
understanding of fundamental physical processes [1] and
plays an essential role in our understanding of gravitation,
whether previously in Newton’s attractive gravitational
force between two massive bodies m1, m2 of magnitude [2]

F =
Gm1m2

r2 , (1)

where r is their separation distance, or currently as
the proportionality constant in the interaction between
energy-momentum content Tab (the stress-energy ten-
sor) and space-time curvature Gab (Einstein tensor) in
Einstein’s general relativity [3,4]

Gab = Rab − 1
2
gabR = 8πGTab, (2)

(a)Retired.

in units where the local speed of light in vacuum c = 1.
Yet, experimental determination of Newton’s gravitational
constant remains a challenging endeavor. As reviewed
in [5], several measurements over the last thirty years ap-
pear to give inconsistent values for G, of course an issue
for our understanding of this universal constant. Our pur-
pose with this letter is to inform the reader of a one-to-one
correlation between an apparent temporal periodicity in
measurements of G, generally thought to result from in-
consistency in measurements, with recently reported oscil-
latory variations in measurements of LOD [6]. LOD refers
to the excess of the duration of the day (observed period
of rotation of the Earth) relative to a standard unit and
is calculated by taking the difference between atomic time
(TAI) and universal time (UT1) divided by the aforemen-
tioned standard unit of 86400 SI s [7]. Variations in LOD
can be used to determine changes in the Earth’s rotation
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Fig. 1: (Colour on-line) Result of the comparison of the
CODATA set of G measurements with a fitted sine wave (solid
curve) and the 5.9 year oscillation in LOD daily measurements
(dashed curve), scaled in amplitude to match the fitted G sine
wave. The acronyms for the measurements follow the conven-
tion used by CODATA, with the inclusion of a relatively new
BIPM result from Quinn et al. [11] and another measurement
LENS-14 from the MAGIA Collaboration [13] that uses a new
technique of laser-cooled atoms and quantum interferometry,
rather than the macroscopic masses of all the other experi-
ments. The green filled circle represents the weighted mean of
the included measurements, along with its one-sigma error bar,
determined by minimizing the L1 norm for all 13 points and
taking into account the periodic variation.

rate effectively providing a means to examine geophysical
and atmospheric processes [8].

For the following discussion, we emphasize that our G
analysis and LOD analysis (a verification of the proce-
dures employed in [6]) are very much independent of one
another with the determined fitting parameters for both
the period and phase of the periodicities in these measure-
ments coinciding in near perfect agreement. Although we
recognize that the one-to-one correlation between the fit to
the G measurements and the LOD periodicity of 5.9 years
could be fortuitous, we think this is unlikely, given the
striking agreement shown in fig. 1. Furthermore, after
taking into account this fitted oscillatory trend in the G
measurements, we obtain agreement amongst the different
experiments mentioned in [5] with a weighted mean value
for G of (6.673899 ± 0.000069) × 10−11 m3 kg−1 s−2.

Methods. – In the July 2014 issue of Physics To-
day, Speake and Quinn [5] lay out the problem and re-
view the history of seemingly inconsistent measurements
of the gravitational constant G. They plot twelve G de-
terminations, along with one-sigma error bars, extending
from an experiment by Luther and Towler at the National
Bureau of Standards (NBS) in 1982 [9] to their own at
BIPM in 2001 and 2007 (the latter of which was published
in 2013) [10,11], two measurements in good agreement
with each other, but not with the other 10 measurements.
Though the vertical scale of years when the measurements
were made is not linear, there is a striking appearance of a
periodicity running through these values, characterized by
a linear drift which suddenly reverses direction and then
repeats more than once.

With this pattern in mind, we compute a periodogram
for the measured G values vs. estimated dates of when
the experiments were run. A single clear period of 5.9
years emerges. The data for our G analysis were ob-
tained directly from table XVII in the 2010 CODATA
report published in 2012 [1]. There are 11 classical mea-
surements made at the macroscopic level. To those we
added two more recent data points, another macroscopic
measurement, which we label BIPM-13, and the first ever
quantum measurement with cold atoms, labeled LENS-
14. Next we used our best estimates of when the exper-
iments were run, not the publication dates, for purposes
of generating a measured G value vs. date data file, with
one-sigma errors included, too. These dates were obtained
from the respective articles. This gives us the best data
set possible, defined by the measured G values used for
the CODATA recommendation plus two more published
after 2012.

We fit with the raw standard errors, σi, provided with
each of the G measurements and used a numerical mini-
mization of the L1 and L2 norms of the weighted residuals,
ri/σi, where the residuals are about a fitting model of a
single sine wave, a0 + a1 cosωt + b1 sin ωt, four parame-
ters in all with 13 measurements. Results for the fit to
the 13 measured G values are summarized in fig. 1. The
L2 minimization is equivalent to a weighted least squares
fit, yet the L1 minimization (solid line in fig. 1) is a more
robust estimator that discriminates against outliers. Both
yield excellent fits with a suggestion that two measure-
ments at Moscow [12] and from the MAGIA Collabora-
tion [13] are outliers. However, the Moscow value is known
to suffer from an unexplained temporal drift [12] and the
cold-atom value could be fundamentally different (G at
the quantum level). Still, we refrain from speculating
further on the cold-atom outlier until more microscopic
measurements of G are obtained by different experimen-
tal groups. The other 11 measurements are consistent
with the L1 fitting curve at the one-sigma level or bet-
ter. Figure 1 appears to provide convincing evidence that
there exists a 5.9 year periodicity in the macroscopic de-
terminations of G in the laboratory with variations at
the level of ∆G/G ∼ 2.4 × 10−4 about a mean value of
6.673899 × 10−11 m3 kg−1 s−2, close to the value recom-
mended by CODATA in 2010 [1] but with a much smaller
standard error of 10.3 ppm instead of the CODATA rec-
ommended error of 120 ppm.

The most accurate determination by the Washington
group [14] with a standard error of 14 ppm now falls
squarely on the fitting curve. Because the two BIPM mea-
surements were made at the peak of the fitting curve, they
now not only agree, but they are consistent with all other
measurements. Notably, the measurement with a simple
pendulum gravity gradiometer at JILA is no longer bi-
ased to an unacceptably small value, but like the BIPM
measurements it falls right on the fitting curve, but at the
minimum of the sine wave. The Huazhong measurement
is also at the minimum of the curve.

10002-p2
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A recent publication (J.D. Anderson et. al., EPL 110, 10002) presented a strong correlation
between the measured values of the gravitational constant G and the 5.9 year oscillation of the
length of day. Here, we compile published measurements of G of the last 35 years. A least squares
regression to a sinusoid with period 5.9 years still yields a better fit than a straight line. However,
our additions and corrections to the G data reported by Anderson et al. significantly weaken the
correlation.

INTRODUCTION

A recent article [1] suggests a correlation between
measurements of the gravitational constant, G, and the
length of day. Figure 1 in [1] shows 13 measurements of
G as a function of time. Superimposed is a sinusoidal
fit with an offset of Ḡ = 6.673 90 × 10−11m3 kg−1 s−2,
a period T = 5.9 years and amplitude A = 0.0016 ×
10−11m3 kg−1 s−2. The ratio of amplitude to offset is
2.43 × 10−4. A second trace shows a scaled version of
the change in the length of day, almost indistinguishable
from the fit, suggesting a strong correlation of G mea-
surements around the world and the observed change in
the length of day.
However, several points in [1] are not plotted at the

right time and one experiment [2] is missing. Here, we
provide updated measured values of G with their mea-
surement dates, as displayed in Fig 1.

DATA SOURCES

It is sometimes difficult to determine the exact time
of data acquisition of a published G measurement. Be-
low we attempt to assign a best weighted average of the
measurement times involved in each of the most precise
G measurements in the last 35 years. In some cases, this
date is the mean of start and end date of the data ac-
quisition period, in others, it is an average of individual
dates when data was taken. This may not always be the
best measure of the effective measurement time; in fit-
ting data we suggest assigning an uncertainty for each
tabulated time equal to 20% of the time span.
NIST-82: This experiment was performed at the Na-

tional Institute of Standards and Technology (then the
National Bureau of Standards) in Gaithersburg, Mary-
land. A torsion balance used the so-called time-of-swing

method in which torsional period is measured in at least
two source mass configurations. G is calculated from the
difference in the squares of the periods and known mass
distributions. The resulting G = (6.672 6 ± 0.000 5) ×
10−11m3 kg−1 s−2, was published in 1982 [4]. The mea-
surement dates can be inferred from Table 1 in [5]. The
first measurement was August 29 and the last October
10 1980. We use the average value, September 19 1980,
as the time coordinate for this measurement.

TR&D-96: This measurement, performed in Moscow
by researchers at Tribotech Research and Development
Company, also used a torsion balance in the time-
of-swing mode, yielding G = (6.672 9 ± 0.000 5) ×
10−11m3 kg−1 s−2, published in [6]. The results of mea-
surements spanning 10 years are given in Table 3 of [6].
Unfortunately the data is given to only four decimal
places. We reproduce the raw data with type A uncer-
tainties in Table I.

The TR&D-96 data alone permits a powerful test for
a dependence of G on length of day. Figure 2 shows the
data (again with only type A uncertainties) as a function
of time. The best fit to a sinusoid with period 5.9 years
yields an offset Ḡ = 6.672 93 × 10−11m3 kg−1 s−2 and
amplitude of A = 0.000 086 × 10−11m3 kg−1 s−2 with
uncertainty σA = 0.000 055 × 10−11m3 kg−1 s−2. There
are 23 degrees of freedom and the χ2 is 14.3. Compared
to the fit to a full G data set in [1], this fit yields an
amplitude smaller by a factor of 19 and phase differing
by about 125 degrees.

In 2009, analysis of various correlations of the TR&D
measurements to solar activity and other cosmic periods
was published [7]. Correlations were found, but were at-
tributed to terrestrial effects — most probably variations
in temperature and the microseismic environment. In [7]
data are shown ranging from 1985 to 2003. Unfortunately
the data from 1995 to 2003 is not available to us.

The TR&D-96 data can be averaged to yield a single
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FIG. 2. Data from [6]. Karagioz and Izmailov measured
over a decade using three different torsion balances. Plot-
ted uncertainties are type-A only. According to Ref. [6]
the type B uncertainty associated with this experiment is
0.000 52× 10−11 m3 kg−1 s−2.

data point as displayed in Fig. 1. The average of the
dates listed in table I is June 9th 1990.
LANL-97: A time-of-swing experiment was per-

formed at the Los Alamos National Laboratory in Los

Alamos, New Mexico, yielding G = (6.674 0± 0.000 7)×
10−11m3 kg−1 s−2 [8]. The article gives no indication of
when the data were taken. The thesis of C.H. Bagley [9]
gives some information. Written on page 15 is “In Jan-
uary of 1996, I attempted a trial Heyl-type determination
with this arrangement, hoping for a percent number or
better”. Later it is described how this measurement was
much more precise, yielding the final value. On page 71
the reader learns that certain disturbances in the experi-
ment became more frequent as the ambient temperature
rose in April and May, until the data became unusable.
The thesis was signed July 8 1996. Thus we take March
15 1996 as a time stamp for this data point.

UW-00: The measurement with the smallest uncer-
tainty to date was performed at the University of Wash-
ington in Seattle, Washington, published in 2000 [10].
The rotation rate of a turntable supporting a torsion bal-
ance was varied such that the torsion fiber did not twist.
In this angular-acceleration-feedback-mode the gravita-
tional acceleration of a torsion pendulum towards source
masses is fed back to the turntable, leaving the torsion
balance motionless with respect to the turntable and
adding the gravitational acceleration to the turntable mo-
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tainties in Table I.

The TR&D-96 data alone permits a powerful test for
a dependence of G on length of day. Figure 2 shows the
data (again with only type A uncertainties) as a function
of time. The best fit to a sinusoid with period 5.9 years
yields an offset Ḡ = 6.672 93 × 10−11m3 kg−1 s−2 and
amplitude of A = 0.000 086 × 10−11m3 kg−1 s−2 with
uncertainty σA = 0.000 055 × 10−11m3 kg−1 s−2. There
are 23 degrees of freedom and the χ2 is 14.3. Compared
to the fit to a full G data set in [1], this fit yields an
amplitude smaller by a factor of 19 and phase differing
by about 125 degrees.

In 2009, analysis of various correlations of the TR&D
measurements to solar activity and other cosmic periods
was published [7]. Correlations were found, but were at-
tributed to terrestrial effects — most probably variations
in temperature and the microseismic environment. In [7]
data are shown ranging from 1985 to 2003. Unfortunately
the data from 1995 to 2003 is not available to us.

The TR&D-96 data can be averaged to yield a single
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FIG. 1. Measurements of the gravitational constant, G, as a function of time. The TR&D-96 data were taken over ten years;
for this plot the final TR&D-96 result is shown at the average of their measurement dates. The solid gray sinusoidal curve is
the fit to the data as it appears in [1]; it is indistinguishable from the scaled length-of-day-variation in the same reference. The
point outside the frame gives the 2010 recommended value of G with 1-sigma uncertainties according to the Task Group on
Fundamental Constants of CODATA [3].
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FIG. 2. Data from [6]. Karagioz and Izmailov measured
over a decade using three different torsion balances. Plot-
ted uncertainties are type-A only. According to Ref. [6]
the type B uncertainty associated with this experiment is
0.000 52× 10−11 m3 kg−1 s−2.

data point as displayed in Fig. 1. The average of the
dates listed in table I is June 9th 1990.
LANL-97: A time-of-swing experiment was per-

formed at the Los Alamos National Laboratory in Los

Alamos, New Mexico, yielding G = (6.674 0± 0.000 7)×
10−11m3 kg−1 s−2 [8]. The article gives no indication of
when the data were taken. The thesis of C.H. Bagley [9]
gives some information. Written on page 15 is “In Jan-
uary of 1996, I attempted a trial Heyl-type determination
with this arrangement, hoping for a percent number or
better”. Later it is described how this measurement was
much more precise, yielding the final value. On page 71
the reader learns that certain disturbances in the experi-
ment became more frequent as the ambient temperature
rose in April and May, until the data became unusable.
The thesis was signed July 8 1996. Thus we take March
15 1996 as a time stamp for this data point.

UW-00: The measurement with the smallest uncer-
tainty to date was performed at the University of Wash-
ington in Seattle, Washington, published in 2000 [10].
The rotation rate of a turntable supporting a torsion bal-
ance was varied such that the torsion fiber did not twist.
In this angular-acceleration-feedback-mode the gravita-
tional acceleration of a torsion pendulum towards source
masses is fed back to the turntable, leaving the torsion
balance motionless with respect to the turntable and
adding the gravitational acceleration to the turntable mo-



TGFC LSA Methodology 

•  Collect all data 
–  Older data form previous LSAs 
–  Include new data since the last LSA 

•  Preliminary review of the data 
–  Check for up-to-date input and corrections 
–  Full uncertainty analysis 
–  Internal consistency 
 

•  Assess relation with other input data 
–  Supersedes previous results? 
–  Covariance - sort by common uncertainty 

components 



•  Run mini LSA for each of the main constants 
and use “standard” statistic tools to 
investigate “goodness of fit” 
–   Chi squared (χ2), Probability of reduced χ2, Birge 

ratio RB, Maximum Normalized Residuals (MNR), 
Maximum Normalized Difference (MND), etc. 

 
•  Adjust expansion factors, include/exclude 

specific data 
–  1% self sensitivity test 

•  Run “final” multi-variant LSA, argue, re-run 
LSA, etc.  

•  Minimize total ‘disagreement’ 
 

TGFC LSA Methodology (cont.d) 



Multivariable analysis 

–  Measured quantities (input data) expressed as 
theoretical functions of the constants 
(observational equations) through a particular 
independent subset of the constants (adjusted 
constants) 



Examples of observational equations 
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Least Squares Formalism:  Aitkins (1934) 



Least Squares Formalism:  Aitkins (1934) 



Calculated constants 
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Outline 

•  Past adjustments of the constants 
•  Role and methodology of CODATA TGFC 
•  2014 Least Squares Adjustment 
•  CODATA and the new SI 
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Figure 2. Bottom Panel: All measurements obtained
with NIST-3 using the platinum-iridium prototype No.
85. Top Panel: The average value obtained during each
epoch. The error bars give the statistical standard devi-
ation of the data. The data points in the third epoch in
both panels are corrected down relatively by 35 × 10−9

from the original data to account for the offset between
the IPK and the mass unit as maintained by BIPM that
was discovered at the extraordinary comparison. The
solid black lines in both panels give the unweighted aver-
age, 77× 10−9, of the values from the three epochs listed
in table 1. The gray bands around the solid lines indicate
the one sigma uncertainty of the final value reported here.

ter could be found. During the last four years and
with increased intensity in 2014, log books and data
were analyzed in order to find any explanation for
this shift. No reason was found.

Since 2010, the measured values were stable
around a mean value of h/h90 − 1 ≈ 100 × 10−9

and the data could have been summarized into one
longer epoch. However, significant changes were im-
plemented starting in 2012 as summarized in [2].
Most importantly, the 2012 and 2013 measurements
were performed blind with the researchers involved
not knowing the true result until a bias was publicly
revealed in June 2013. Considering the fact that ma-
jor changes between the second and third epoch did
not alter the mean values gives us more confidence
in the later number. Moreover, the shift in the mass
scale discussed above can be interpreted as a second
blind bias added to the experiment. Yet, the 2012
and 2013 results agree with the measurements taken
between 2010 and 2011. Hence, we decided to give
the later data more weight (two epochs after 2010
vs. one epoch before 2010). Weighting the data af-
ter 2010 more heavily, also reflects the fact that our
understanding of the apparatus grew as a function of
time. Towards the end of the data shown in Fig. 2,
we were more confident in our understanding of the
system.

After more than fifteen years of experience with

this apparatus, we believe that our best measurement
of h is obtained from the unweighted average of the
values obtained in the three epochs listed in Table 1.
This average is h/h90 − 1 = 77× 10−9.

Despite all our experience, we acknowledge that
we do not understand the cause of the approximately
70 × 10−9 relative shift. This lack of understand-
ing must be reflected in the uncertainty assigned to
the final value. We assign half of the observed shift,
35× 10−9, as an unexplained systematic error to the
measurement. By adding this error in quadrature to
the relative uncertainty published in [2], a combined
relative standard uncertainty of 57×10−9 is obtained.

The final value for the Planck constant obtained
with NIST-3 in ten years of measurement is

hNIST-3 = 6.626 069 36(37)× 10−34 J s, or

hNIST-3
h90

− 1 = 77(57)× 10−9.

A previous version of the NIST watt balance
(NIST-2) was used to determine a value of the Planck
constant in a measurement campaign lasting four
months in 1998 [7, 8]. The result

hNIST-2 = 6.626 068 91(58)× 10−34 J s, or

hNIST-2
h90

− 1 = 8(87)× 10−9

was obtained using two gold masses with a combined
mass of 1 kg. Hence, the value hNIST-2 is independent
of the mass changes discussed above and there is no
need to modify this value or its uncertainty. Based
on the previous estimate [9] of 0.14 for the correlation
coefficient between hNIST-2 and h07, we estimate

r(hNIST-3, hNIST-2) = 0.09

to be an upper limit for the correlation coefficient
between hNIST-3 and hNIST-2.

We thank the mass and force group at NIST, es-
pecially Zeina Kubarych and Patrick Abbott, for cal-
ibrating our masses and for sharing their expertise in
mass metrology with us.
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1. Introduction

Researchers at the National Institute of Standards and 
Technology (NIST) have published two results for the Planck 
constant, h07 in 2007 [1] and h14 in 2014 [2] using the same 
apparatus, the third generation of the NIST watt balance, 
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  residuals:	
  
-­‐12.4,	
  9.14	
  
 



G/(10−11 m3 kg−1 s−2)

6.670 6.672 6.674 6.676 6.678

6.670 6.672 6.674 6.676 6.678

10−4G

NIST-82
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LANL-97

UWash-00

BIPM-01
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UZur-06
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CODATA-10

BIPM-14

LENS-14

UCI-14

CODATA-14

G = 6.67408(31) × 10-11 m3 kg-1 s-2 
[4.7 × 10-5]   

With	
  expansion	
  factor	
  of	
  6.3	


χ2:	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  8.05	
  
DOF:	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  13	
  
Prob.	
  χ2:	
  	
  	
  84%	
  
RB:	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  0.79	
  
	
  
Max.	
  reduced	
  residuals:	
  
-­‐1.98,	
  1.44	
  



Rydberg	
  constant,	
  muonic	
  hydrogen,	
  and	
  the	
  
proton	
  radius	
  

	
  



Input data related to the 2010 CODATA TGFC determination of 
the Rydberg constant 

Transition frequencies in 
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Outline 

•  Past adjustments of the constants 
•  Role and methodology of CODATA TGFC 
•  2014 Least Squares Adjustment 
•  CODATA and the new SI 
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SI road-map  (updated 2014)

Resolution 1 of the CGPM (2014): On the future revision of the International System of Units, the SI

Resolution 1 of the CGPM (2011): On the possible future revision of the International System of Units,
the SI

At its 25th meeting (November 2014) the CGPM adopted a
Resolution on the future revision of the International System of Units.
This Resolution built on the CGPM's previous Resolution (2011), which
took note of the CIPM's intention to propose a revision of the SI and
set out a detailed road-map towards the future changes.

In the "New SI" four of the SI base units – namely the
kilogram, the ampere, the kelvin and the mole – will be
redefined in terms of constants; the new definitions will be
based on fixed numerical values of the Planck constant (h),
the elementary charge (e), the Boltzmann constant (kB), and
the Avogadro constant (NA), respectively. Further, the
definitions of all seven base units of the SI will also be
uniformly expressed using the explicit-constant formulation,
and specific mises en pratique will be drawn up to explain the
realization of the definitions of each of the base units in a
practical way.

Future revision of the SI What? Why? When? Ongoing work Communication and debate; draft documents FAQs; More info.  

Metrology area: AUV EM L M PR QM RI T TF U

New SI 

The	
  New	
  SI	
  based	
  on	
  fixed	
  values	
  of:	
  
•  Planck	
  constant,	
  h 
•  Avogadro	
  constant,	
  NA 
•  elementary	
  charge,	
  e 
•  Boltzmann	
  constant,	
  k 
 
Resolu[on	
  1	
  of	
  the	
  24th	
  mee[ng	
  of	
  the	
  CGPM:	
  
Invites:	
  
•  CODATA	
  to	
  con[nue	
  to	
  provide	
  adjusted	
  values	
  

of	
  the	
  fundamental	
  physical	
  constants	
  	
  .	
  .	
  .	
  
since	
  these	
  CODATA	
  values	
  and	
  uncertain5es	
  
will	
  be	
  those	
  used	
  for	
  the	
  revised	
  SI	
  

(hip://www.bipm.org/en/measurement-­‐units/new-­‐si/)	
  



Joint CCM and CCU roadmap for the new SI 
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Initial pilot study (kg) 

(preparation, measurements & report) 

BIPM extraordinary 

calibration with IPK 

Traceability 

mep kg 
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CCM 
R3 

CCM 
R4 

CCM 
R1&2 

XRCD and available WB publish consistent results 
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Pool linked to experiments CODATA 
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to IPK 

01.07.2017 
Closing date 
for new data 

On	
  the	
  road	
  to	
  redefini9on	
  



Cri9cal	
  Deadlines	
  CRITICAL DEADLINES 
1 July 2017 
Closing date for data for special CODATA constants 
adjustment to determine exact values of h, e, k, and 
NA for 2018 revised SI (International System of 
Units). 

BY this date data must be published or 
available in a preprint accepted for 
publication. 
 

1 July 2018 
Closing date for data for CODATA constants 
adjustment to determine new set of CODATA 
recommended values consistent with the revised SI 
(replaces 31 December 2018 normal closing date). 

By this date data should be published or 
available in a preprint for publication. 
 
Contacts: Peter Mohr,  mohr@nist.gov 
 David Newell,  david.newell@nist.gov 
 Barry Taylor,  barry.taylor@nist.gov 
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Summary	
  

•  In	
  any	
  determina9on	
  of	
  the	
  best	
  values	
  and	
  
uncertain9es	
  of	
  parameters	
  (i.e.	
  constants),	
  input	
  data	
  
must	
  be	
  fully	
  inves9gated	
  before	
  any	
  analysis	
  

•  Significant	
  progress	
  of	
  the	
  input	
  data	
  that	
  determine	
  
the	
  constants	
  that	
  will	
  be	
  define	
  the	
  new	
  SI	
  (h,	
  e,	
  Na,	
  k)	
  


