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‘A general test for detecting dead-time distortions in a Poisson process

Jsrg W, Muller

I Introduction

In checking an empmcal distribution of counted events which are supposed to follow
a Poisson law, one is often faced with the problem of testing whether this assumption
is really justified or not. As is well known, such a decision may be based on the
result of a chi-square test, for example, where the squares of the differences
between the theoretical and the experimental ffequéncies are used.

It also happens, however, that one knows in advance something about the nature
“of a distortion. In this case one can test for its presence with a method which is
more spemflc than a general purpose chi-square testi In particular, this is true in
the common situation where for some reason or other successive events must be
separated by a minimum time=interval in order to be counted individually. This may
be due fo the finite resolving time (or dead time) of the instrument with which the
observations have been performed.

2. A closer look at the problem

We shall now assume that the original sequence of events can be taken as a
Poisson process. The probability of observing exactly k events in a time interval t
- is then given by
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with the expectation (L = ¢ -t , where ¢ isthe count rate of the process.

Let us now study the dead-time modified frequency distribution WH’(”' Since

here we are interested only in the case of a small disturbance - the detection of
an evident change is not a problem -, we do not have to apply the exact formulae
for the probability distributions r]] approximations will be sufficient and more
practical. For 7 < t fhey can be written in the form of a power series
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W&(k) = Prtk) 2 C -e;—) , (2)

where the C.'s are coefficients depending on (. and k. For T =9 we must

have W = P, therefore Co =1.



In addition, the C.'s will generally depend on the type of dead time since this
also influences thel number of losses. However, because this distinction is known
to change only the second order and highér terms in the dead-time corrections,
the coefficient C] is type~-independent. Furfhermore, for the small distortions

we are considering here, the higher orders are neghgable. For the present problem
we may therefore write
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where C] can be easily determined to be [2]

C, = kipt-k+1). (4)

Since {4, the true mean number of counts in t, and % ,the experimental mean
of k, are related to first order in 9T by
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= (1+ 9T, ‘ (5)
we can also write equqﬂovn (1) in the form ( T <£1)
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= P, (1 Ll+9f(k—af)_£ . | (6)
When combined with (3) and (4), this yields
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Finally, by applying (5) we obtain (always to first order)
k-(k-x)zjf : )

It is easy to verify that this approxxmofe probability distribution is still normalized
in the sense that
20
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Again, this obviously neglects the fact that k cannot exceed the value t/T + 1,
but since T (L t, this is consistent with our previous assumption of small dead-time losses.



The form of (7) shows that the points where the original and the modified
disttibutions cross do not depend on the value of T, since W (k) = Pa{(k)
requires that ¢

k-(k-2%)° =0 ,

having the solutions

k =a<:+-2]-3:]/2r€+-;; . (8)

These two values are the limits of the range of the integers k in which the
frequency of occurrence is expected to be augmented by the presence of a dead
time. Thereby the hypothetical original frequency distribution, with which
the empirical values are compared, is assumed to be Poissonian with an average
value equal to the experimentally observed mean. Here again, therefore, the
numerical value of the dead time is not required; it is sufficient to know that it
is small.

The interesting feature of this approach lies in the fact that (8) allows us to predict
the sign of the eventual deviations that an empirical frequency distribution may
show with respect to a calculated Poisson law. By means of a simple sign test

it is then possible to decide whether the prediction is verified or not by the
observations, since in the absence of a definite dead=-time distortion the deviations
would be positive or negative with equal probability.

3. Application

As a practical example we apply these results to the famous experiment of Rutherford
and Geiger sz where the number k of scintillations, produced by the alpha

particles from Po on a screen of ZnS, were counted within time intervals of

7.5 s each. Table 1 reproduces their datawin.a form suitable for our purpose,

where F(k) are the experimental frequencies for exactly k events, and N their sum.
For comparison, the Poisson probabilities Pae(k) are also calculated, where the
empirical mean is taken as®

>k o+ Fk)
>
® = = 10097 _ 4 57155 .

Z F (k) 2 608

* For the total number of observed alphas, the number 10 094 is often found in the

literature {(e.g. [4] and [53), which is at variance with the original data [3]
In the notation of Table 1, the discrepancy is due to a replacement of

F(13) = F(14) = 1 by F(12) =2 .



k i F(k) G(k) = sigh of difference F«G
N P}t(k) actual predicted
0 57 54 + -
1 2903 210 - -
2 383 407 - -
k— » . L ) (] . L ] L ] - L2 L) L) ) L) » .
3 525 525 (zero) +
4 532 508 + +
5 408 394 ' + +
6 273 254 + +
k+ . . [ ] . . L] . L ] . [ 3
7 139 141 - -
45 68 - -
27 29 - -
N =2 608 (2 607)

Table 1: Evidence for a dead-time distortion in the Rutherford-Geiger

data E3] The theoretical frequency G is rounded to the
nearest integer. Only for k=0 the signs of the actual and predicted
differences do not agree.

According to (8), the "critical" values of k are thus given by

k- = 2.3 and k, =" 6.4
It is evident from Table 1 that the prediction of the sign of the deviation from
a pure Poisson distribution, as based on this model, is quite successful: the signs
turn out to be correct in 9 outof 10 cases.

A simple sign test, based on the binomial distribution with probability 0.5,
now shows that the chance R for such a good (or an even better) agreement
to happen by chance is only

r1o oo ,-10 o 3 10
Go) ¥ )i =2 7 11 = 1.1% .

This seems to be a reasonable confidence level to permit the conclusion that
the observed deviations cannot be random. On the contrary, the data are clearly
distorted by a dead time, although they are often presented in textbooks on



mathematical statistics as an illustration for the Poisson process. As a matter of
fact, a test based on the chi-square distribution, when qpplled to these data 5—4_“
yields a fair agreement with a pure Poisson dls’rrlbuhon (R = 17%), but even heré
the situation is hardly "very sahsfccfory ]6_‘ This shows only that the comparison
is not specific enough, which is not too surprising in our case since any information
about the sign of the deviations is thereby lost.

Finally, to reinforce the argument, one can also try to determine the dead time T
involved in this experiment. In doing so, a value of

(0.05+0.03) s
is obtained, which is certainly an acceptable value for the resolving time of

Dr. Geiger's eye - assuming that it was he, as the younger, who actually made
the observations.

4, Additional remarks

It may appear as somewhat unsatisfactory in what has been said above that agreement
or disagreement between the predicted and observed signs do not take into account
the magnitude of the differences nor the statistical uncertainties in the measurements.
On the other hand, this independence of any additional assumption about ithe
distributions involved is obviously one of the main advantages of a sign test.

In our case, however, the essential point is only that the signs of the differences
are taken into account at all = but not necessarily by simple counting, as ina
normal sign test. One could thus easily imagine other statistics, as e.g. the simple
variate

Q=>s -tRZSK | 9)

where Sk is+1 (1) if the correspond‘ir'{gw"p‘r“ed'ic’réd difference is positive (negative).

For K 1 and random deviations, as would be the case for a perfect fit, the predicted
sign Sk is not correlated with the actual difference F = G, and Q tends towards

a Gaussian with mean zero and variance K. On the other hand, if the differences
are significant and if their sign is correctly described by Sk , most of the contri-

butions will be positive and exceed unity. This fact will then easily show up under
any test for normality of Q or its components, since a fair approximation of Q to
a Gaussian may already be expected for, say, K 5.

In the case of the Rutherford-Geiger data, we obtain the numerical value Q@ =7.9.
Since K =19, this is cbout 2.5 times the expected standard deviation. A one-sided
test based on the normal distribution would therefore lead to a significance level



of about 99.5%, confirming our earlier con¢lusion that the observations differ
significantly from a Poisson distribution.

We may add that o similar clolm has been made earlier by Pacilio [71 but he gave
no proof and arrived at a distribution which wds later found to be wrong r87

References

E]j J.W. Muller: "Summary of formulae for the dead-time distorted Poisson
distribution”, Report BIPM=110 (September 1970)

[2] J. W, Muller: "Influence du temps mort sur la répartition du nombre
d'impulsions enregistrées”, Rapport BIPM=67/2 (January 1967)

[3] E. Rutherford, H. Geiger: "The probability variation in the distribution
of o particles", Phil. Mag. 20, 698 (1910)

H. ermer "Mathemctlcal Methods of Statistics" (Princeton U P, Princeton,

1946) -,

,r5:i W, Feller: "An Introduction to Probability Theory and its Applications,
Vol. I" (Wiley, New York, 1957)

?:6] N. Arley,' K.iR: Buch: "Introduction to the Theory of Probability and
Statistics" (Wiley, New York, 1959)

[7] N. Pacilio: "Bernoulli trials and counting correlations in nuclear particles
detection", Nucl. Instr. and Meth. 42, 241 (1966)

wt M‘v.

[8] N. Pacilio: "On the composition of the coun’rlng ~loss correction formulc:
in nuclear particle detection experiments", Nucl. Instrs and Meth. 73,
167 (1969).

"(October 1972)



