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By applying integral transformations, e. 9 i in the form of the two-sided Laplace 
rransform, we get for (10) 

dp/2 -dp/2 e ... e = sinh (dp/2) 
dp/2 dp 

and (9) therefore corresponds to 

"V _ -v. dp/2 
f(p) - F(p) sinh (dp/2) = 

----- d 
F(p) • T . csch (dp/2) 0 

By means of the series development (see e.g. [6J, p. 85) 

(..>c 22k-1 _ 1 
2k-1 

csch x = - 2 L (2k) t • B2k 0 x , 
k=O 

we obtain from (14) 

( -1) 1 • Iv\. 
where Cl(. = 1 

1 
• 1 
1 • 

and 

00 

= L y 0 pn , 
n=O n 

Since i + 2k = n, the coefficients of pn are 

, 

N 

Y n = 0( n -2 k ' k 

n-2k 
=::z(-1) Mn_2k,2(1_22k-1) 

k (n-2k) ! (2k) ! 

However, by a series expansion, any transformed probability density can be 
written in the form 

'"V m2 2 m3 3 
f(p) = 1 - ml' p + TOp - -6 . p 

(_1)n n 
=2---' m op, 

n=O n n 

where m are the moments of f(x) 0 

n 

A comparison with (16) shows that 

m = (_1)n. n ! 0 y 
n n 

, 

and by means of (17) we therefore arrive at the required relation 

(13 ) 

( 14) 

(15) 

( 16) 

( 18) 

( 19) 
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N n ~ 2k-1 d 2k 
m = L . (1-2 )-2,8 .(-) · M 

n k=O (n-2k) ~ (2k) 1 2k 2 n-2k 

N n 1 _22k- 1 2k 
= ~O (2k)' (22k- 1 ). 82k ' Mn _2k • d 

This is the final formula for determinlng the original moments m which the 
measurements had before they were ranged into classes, when only the grouped 
moments Mare available. It obviously agrees with the expression (7) given 
before for the Sheppard corrections* • 

When numerical values are inserted, we get the following expressions for the 
corrected moments of lowest order: 

m = ,A../ =1, 
o 0 

31 6 
- 1344 d • 

2 
We note in particular that the variance has to be reduced by d /12, whereas 
the third moment remains unchanged if central moments are taken, i.e. for 

1\"1 = O. 

As regards the exact conditions of val idity for the Sheppard corrections, 
see e.g. [4J • ES$entially, the class width has to be sufficiently small, but 

demanding d
2 « m

2 
- m~ is often more restrictive than would be needed. 

* We note that (7) is indeed equivalent to Wold's form of the equation 

m = i (n). (2 1 - k _ 1) • 8 • d k • ~" , 
n k,;"O k k n-k 

(20) 

(7' ) 

which is usually given in the textbooks, aS in (7') ail the terms with odd k vanish 
(for k = 1 because 2 0 

- 1 = 0, and for the others since 8
2j

+
1 

= 0 for i ~ 1). 

ln particular, the apparent difference is therefore not due to the Bernoulli numbers, 
as one might first suspect, for which an alternative set Bk is often ap?lie~ which 

is related to the definition used above Gy Bk = (_1)k+1 • B
2k 

' for k ~ 1. 
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