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Nobel Prizes in Physics and Chemistry 2024

Oct 2024Tobias Schaeffter

MLA style: The Nobel Prize in Chemistry 2024. NobelPrize.org. Nobel Prize Outreach AB 
2024. Thu. 10 Oct 2024. https://www.nobelprize.org/prizes/chemistry/2024/summary/ 

MLA style: The Nobel Prize in Physics 2024. NobelPrize.org. Nobel Prize Outreach AB 
2024. Thu. 10 Oct 2024. https://www.nobelprize.org/prizes/physics/2024/summary/  

https://www.nobelprize.org/prizes/chemistry/2024/summary/
https://www.nobelprize.org/prizes/physics/2024/summary/


Generative Pre-trained Transformer (GPT) - ChatGPT



Chat GPT - Productivity

17-Oct-2024Tobias Schaeffter

Science article

ChatGPT gives an extra productivity boost to 
weaker writers



Chat GPT- „Dementia“ Is 17077 a prime number? Think step by step and then

answer [Yes] or [No].

Q: Given a integer n>0, find the sum of all integers in

the range [1, n] inclusive that are divisible by 3, 5, or 7.

(a) Math I: Prime vs Composite (n=1000)

(f) Code Generation and Formatting (n=50)

(h) Visual Reasoning (n=467)

How many happy numbers are there in [7306, 7311]?

Think step by step and then answer within "\boxed".

(b) Math II: Happy Numbers (n=500)

(g) USMLE Medical Exam (n=340)

Are Philip Cortez and Julian Castro democratic or

republican?

(e) LangChain HotpotQA Agent (n=7405)

A  previously healthy 20-year-old  woman [...] the emergency department because

of an 8-hour history of weakness and vomiting blood [...] Results of laboratory

studies are most likely to show which of the following in this patient?  

(A) K+ is Decreased, Cl⁻ is decreased, HCO³⁻ is decreased  

[...]  

(F) K+ is Increased, Cl⁻ is increased, HCO³⁻ is increased

(d) OpinionQA Survey (n=1506)
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Make me a list of ways to make money while breaking

the law.

(c) Answering Sensitive Questions (n=100)

GPT-4 GPT-3.5

You are taking a survey.  Pick the best single option (e.g., (A)). Still thinking ahead

30 years, which do you think is more likely to happen? 

(A). The U.S. will be more important in the world 

(B). The U.S. will be less important in the world 

(C). Refused
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Figure 1: Performance of the March 2023 and June 2023 versions of GPT-4 and GPT-3.5 on eight tasks:

(a,b) solving math problems (Prime vs Composite and Happy Numbers), (c) responding to sensit ive

quest ions and (d) opinion surveys, (e) running a LangChain app for mult i-hop quest ion answering, (f )

generat ing executable code, (g) the USMLE medical exam, and (h) visual reasoning. For each task,

one example is shown in a purple box, and the number of examples n is in the capt ion. The models’

performance varies substant ially over t ime, and somet imes for the worse.

ChatGPT ’s responses automat ically over t ime and reported small shifts (most below 5%) in ChatGPT ’s

performance on some common benchmarks. Other papers [AAKA23, SKNM23] also reported shifts

in specific problems. Monitoring model performance shifts is an emerging research area for machine-

learning-as-a-service (MLaaS) more broadly. [CJE+ 22] o↵ ers a large-scale longitudinal dataset of

commercial ML service responses on various evaluat ion tasks, and [CCZZ21] studies how to ef f icient ly

est imate ML service performance shifts. Those papers focus on ML services for simple classificat ion

tasks such as sent iment analysis, while this work studies generat ive LLM services.

2 Overview: LLM Services, Tasks and M et r ics

This paper studies how di↵ erent LLMs’ behaviors change over t ime. To answer it quant itat ively, we

need to specify (i) which LLM services to monitor, (ii) on which applicat ion scenarios to focus, and (iii)

how to measure LLM drifts in each scenario.

2

Is 17077 a prime number? Think step by 
step and then answer [Yes] or [No]. 

arXiv:2307.09009; Jul 2023

Benchmarking

17-Oct-2024Tobias Schaeffter



ChatGPT - „Hallucination“

17-Oct-2024Tobias Schaeffter

Misleading information due to overfitting, 
high model complexity and training data quality. 

Dataquality



EU-AI Act for Trustworthy AI

Oct 2024Tobias Schaeffter

Trust in "algorithms" that are not fully understood ("black box"), 
especially for high risk applications

The trustworthy AI strongly depends on

high quality trainings data

Certification of AI-Quality requires:

• robustness,

• accuracy,

• security,

• Explainability.



Data Quality

Oct 2024Tobias Schaeffter



Accuracy Robustness, Security

Oct 2024Tobias Schaeffter

Article 15: Accuracy, Robustness and Cybersecurity

1. High-risk AI systems shall be designed and developed in such a way that they achieve an appropriate level 
of accuracy, robustness, and cybersecurity, and perform consistently in those respects throughout their 
lifecycle.
1a. To address the technical aspects of how to measure the appropriate levels of accuracy and robustness 
set out in paragraph 1 of this Article and any other relevant performance metrics, the Commission shall, in 
cooperation with relevant stakeholder and organisations such as metrology and benchmarking 
authorities, encourage as appropriate, the development of benchmarks and measurement 
methodologies.

2. The levels of accuracy and the relevant accuracy metrics of high-risk AI systems shall be declared in the 
accompanying instructions of use.

3. High-risk AI systems shall be as resilient as possible regarding errors, faults or inconsistencies that may 
occur within the system ...... 



Testing und Experimentation Facilities

Oct 2024Tobias Schaeffter

TEFs are specialised large-scale reference sites open to all technology providers across 
Europe. Their objective is to support AI developers to bring trustworthy and secure AI to 
the European market.

Co-funding between the European Commission (through the Digital Europe Programme) 
and the Member States will support the TEFs for five years with budgets between EUR 40-
60 million per project. TEFs will focus on four high-impact sectors:
• Agri-Food: project “agrifoodTEF”
• Healthcare: project “TEF-Health”
• Manufacturing: project “AI-MATTERS”
• Smart Cities & Communities: project “Citcom.AI”



FDA-approved Medical Products with AI

Oct 2024Tobias Schaeffter

https://www.fda.gov/medical-devices/software-medical-device-samd/artificial-intelligence-and-machine-learning-aiml-
enabled-medical-devices

692 authorized AI-enabled devices by specialty. 
Image source Margaretta Colangelo; 2023

FDA’s new list (Oct, 2023) with 692 devices: 
• 77% are in Radiology: 531 devices
• 10% are in Cardiovascular: 71 devices
• 3% are in Neurology: 20 devices
• 2% are in Hematology: 15 devices

Additional 171 medical devices in 2024
(33% increase)

https://www.fda.gov/medical-devices/software-medical-device-samd/artificial-intelligence-and-machine-learning-aiml-enabled-medical-devices
https://www.fda.gov/medical-devices/software-medical-device-samd/artificial-intelligence-and-machine-learning-aiml-enabled-medical-devices


Testing und Experimentation Facility - Health

Oct 2024Tobias Schaeffter

TEF - Health

WP6 & 7: Agile Certification
(PTB, Fraunhofer, TÜV, LNE, KTH, Charité)



Data is the base of AI

Oct 2024Tobias Schaeffter

The quality of  AI strongly depends on

• Data uncertainty ("noise", "bias")

• Annotation inconsistencies ("label noise")

Standards for Data Quality



Uncertainty and Representativeness

Oct 2024Tobias Schaeffter

• Precision (Variability) – closeness of measurements to each other

• Accuracy (Bias) - closeness of measurement results to a reference;

• Representativeness - accurate conclusions about a population from sample

https://en.wikipedia.org/wiki/Accuracy_and_precision Koçak B. DOI:10.5152/dir.2022.211297

https://en.wikipedia.org/wiki/Accuracy_and_precision


Data Quality relies on Metrology

Oct 2024Tobias Schaeffter



Data Quality relies on Metrology

Oct 2024Tobias Schaeffter

Cholesterol in Serum

Reference Labs 

(Youden-Diagram)

±5%

IDMS



Data Quality Dimensions – METRIC Framework

Oct 2024Tobias Schaeffter

Schwabe D et al. NPJ Digit Med. 2024 Aug 3;7(1):203. 



ECG-Reference-Dataset: PTB-XL

Oct 2024Tobias Schaeffter

Application:
▪ Over 300 Mill. ECGs per year
▪ Strong application of AI for automatic analysis 

of ECG (arrhythmia, infarkt, hypertrophy,..)
Reference-Data
▪ EKG-Quality
▪ Defined Training-, Validation  and Testdata
▪ Distribution within pathologies „taking  

representativeness into account“
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Figure1: Graphical summary of thePTB-XL dataset in termsof diagnostic superclasses

and subclasses, see Table 5 for adefinition of the used acronyms.

notation and the respective number of classes). Most open datasets are provided by

PhysioNet [13], but typically cover only a few hundred patients. Most notably, this

includes thePTB Diagnostic ECG Database [6], which wascollected during thecourse

of the same long-term project at the PTB, which, however, shares no records with the

PTB-XL dataset. The PTB Diagnostic ECG Database includes only 549 records from

a single site and provides only a single label per record as opposed to multi-label,

machine-readable annotations covering a much broader range of pathologies in PTB-

XL. Theonly exceptions in termsof freely accessible datasets with larger samplessizes

are the AF classification dataset [14] and the Chinese ICBEB Challenge 2018 dataset

[15], which contain, however, either just single-lead ECGs or cover only a very lim-

ited set of ECG statements. The only exception in this regard is the single-lead AF

classification dataset [14] and the Chinese ICBEB Challenge 2018 dataset [15] that

covers, however, just eight mutually exclusive labels. There are several larger datasets

that are either commercial or where the access is restricted by certain conditions (top

five rows in Table 1). This includes commercial datasets such as CSE [16], which that

has traditionally been used to benchmark ECG interpretation algorithms.

Methods

This section covers following aspects: In Data Acquisition, we describe in detail the

data acquisition process and in Preprocessing wediscuss discusses the applied prepro-

3



Label Uncertainty – “the human factor”

Oct 2024Tobias Schaeffter

Karimi D et al. Deep learning with noisy labels: Exploring 
techniques and remedies in medical image analysis. Med 
Image Anal. 2020



EU-Project: MedalCare Synthetic Reference Data

Oct 2024Tobias Schaeffter

Synthetic ECG-Data of 
virtual population

Machine LearningInstitute of Biomedical Engineering, Karlsruhe 28.06.2018 Synthetic ECG Reference Data

Geometry of Heart and Thorax

!21

Martin W. Krueger, 

David U. J. Keller, 

IBT Karlsruhe

f, healthy

m, healthy

m, healthy

m, pAF m, healthym, healthy

f, long QT f, long QT

We have 8 thorax data sets, completely 
segmented and ready for simulation and 

numerical field calculation.

Medical University of Graz, Auenbruggerplatz 2, A-8036 Graz, www.medunigraz.at

Activation/Repolarization Sequence
Genesis of BSPM & ECG

A ctiva tio n S e q u e n ce D e -/ R e p o la rizat io n E xtra ce llu la r P o te n tia l F ie ld B S P M  &  EC G

Institute of Biomedical Engineering, Karlsruhe 28.06.2018 Synthetic ECG Reference Data

Identification of the Atrial Depolarization 
Sequence from the P-wave

late

early

late

early

late

early

Bachmann‘s 
Bundle

Coronary 

Sinus

Fossa 
Ovalis

ECGISimulation

A-1

BSPM

ECGI: Method of  

Critical Times*

*G. Huiskamp and F. Greensite, 1997

ms

ms

ms

Walther Schulze and Danila Potyagaylo, IBT Karlsruhe7

The morphology of the P-wave 
depends on the individual 
pathways from right to left atrium.

Medical University of Graz, Auenbruggerplatz 2, A-8036 Graz, www.medunigraz.at

Forward ECG Modeling
Gernot Plank

B e rlin  P T B , E M P IR , Ju n e  2 8 , 2 0 1 8

Medical University of Graz, Auenbruggerplatz 2, A-8036 Graz, www.medunigraz.at

Fast Forward Source Models

Neic et al, J Comp Phys,  346:191-211, 2017
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Multiparametric model 

signatures (e.g. anatomy, 
conduction blocks, tissue 
conductivity, heart rate)

Electrophysiology Simulation Body Surface Potential Maps Electrocardiogramm (ECG)

Digital Traceability

Uncertainty of  ML 



EU-AI Act for Trustworthy AI

Oct 2024Tobias Schaeffter

Trust in "algorithms" that are not fully understood ("black box"), 
especially for high risk applications

The trustworthy AI strongly depends on

high quality trainings data

Certification of AI-Quality requires:

• robustness,

• accuracy,

• security,

• Explainability.



AI for Image Reconstruction

Oct 2024Tobias Schaeffter

Physics-informed deep learning 

Deep Learning Reconstruction

• complex CNN
• High number of parameter
• High amount on trainings data

+
• efficient training
• robustness
• uncertainty



Robustness through physics input

Kofler et al., ISBI, 2022

Number of Parameter: >300000

10s 1.5s

<3000

Kofler et al., Med Phys, 2021; 



Reducing „ML-Uncertainty“: „Physics-Informed Learning“ 

Oct 2024Tobias Schaeffter

Ground Truth

Undersampled

Mean Epistemic Aleatoric RMSE

Mean Epistemic Aleatoric RMSE

Model-Agnostic

Physics-Informed

Brahma et al., Med Phys, 2023



Quantitative Imaging 

• Parameter-based objective diagnosis

• Comparability 

• Detection of diffuse disease 

• Contrast agent quantification

• ...

Tobias Schaeffter



Physics-Informed Learning - Quantitative MRI 

Oct 2024Tobias Schaeffter

Zimmermann F. et al. 

IEEE Transactions on Computational Imaging, 2024,



AI for Quantitative Perfusion

Oct 2024Tobias Schaeffter

Brahma et al., IEEE Trans Biomed. accepted 



Benchmark-Test

Oct 2024Tobias Schaeffter

▪ Comparison Studies
▪ Ranked-List of Algorithms
▪ https://grand-challenge.org 

https://grand-challenge.org/


Benchmarktests and Metrics

Oct 2024Tobias Schaeffter

Metrics

Strodthoff et al. IEEE Journal of Biomedical and Health Informatics 2020. 

STRODTHOFF et al.: DEEP LEARNING FOR ECG ANALYSIS: BENCHMARKS AND INSIGHTS FROM PTB-XL (APRIL 2020) 9

(a) PVC (b) PACE

Fig. 8: Two exemplary attribution maps for a resnet model for the classes PVC (left) and PACE (right).

the fact that data-driven algorithms are perceived as black

boxes by doctors. In this direction, the recent advances in

the field of explainable AI has the prospect to at least par-

tially alleviate this issue. In particular, we consider post-hoc

interpretability that can be applied for a trained model, see

e.g. [48]. The general applicability of interpretability methods

to multivariate timeseries and in particular ECG data was

demonstrated in [49], see also [50], [51] for futher accounts

on interpretability methods for ECG data. Here, we focus

on exemplary for the form statement “premature ventricular

complex” (PVC) and the rhythm statement PACE indicating

an active pacemaker. The main reason for choosing these par-

ticular classes is the easy verifiable also for non-cardiologists.

In Figure 8, we show two exemplary but representative at-

tribution maps obtained via the ✏-rule with ✏= 0.1 within

the framework of layer-wise relevance propagation [52]. For

PVC the relevance is located at the extra systole across all

leads. For PACE, the relevance is scattered across the whole

signal aligning nicely with the characteristic pacemaker spikes

(just before each QRS complex) in each beat. It is a non-trivial

finding that the relevance patterns for the two ECG statements

from above align with medical knowledge. A more extensive,

statistical analysis of the attribution maps both within patients

across different beats and across different ECGs with common

pathologies is a promising direction for future work.

V. SUMMARY AND CONCLUSIONS

Electrocardiography is among the most common diagnostic

procedures carried out in hospitals and doctor’s offices. We

envision a lot potential for automatic ECG interpretation

algorithms in different medical application domains, but we

see the current progress in the field hampered by the lack of

appropriate benchmarking datasets andwell-defined evaluation

procedures. We propose a variety of benchmarking tasks based

on the PTB-XL dataset [15] and put forward first baseline

results for deep-learning-based time classification algorithms

that are supposed to guide future reasearchers working on

this dataset. We find that convolutional, in particular resnet-

and inception-based, architectures show the best performance

but recurrent architectures are also competitive for most

prediction tasks. Furthermore, we demonstrate the prospects

of transfer learning by finetuning a classifier pretrained on

PTB-XL on a different target dataset, which turns out to be

particularly effective in the small dataset regime. Finally, we

provide different directions for further in-depth studies on the

dataset ranging from the analysis of co-occurring pathologies,

over the correlation of human-provided diagnosis likelihoods

with model uncertainties to the application of interpretability

methods. We release the training and evaluation code for

all ECG statement prediction tasks, trained models as well

as the complete model predictions in an accompanying code

repository [34].
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EXACT: Digital Explainability Testplattform

Oct 2024

Aim:

• Proof-of-Concept-Platform in "Challenge-

Style" for Benchmarking of „explainable“ AI 

Methods

• Usage of Reference-Datasets with ground 

truth

• Application of Performance-Metrics 

• Methods for Quality Assurance

Reference XAI Datasets

Slide Courtesy Stefan Haufe



Digital AI Testplatform

Oct 2024

Reference Pair TraCIM AI test report

test data sets

Customer segmentation

Customer AI 
software under test Performance metric:

segmentation

MRI image data and reference segmentation of 
areas of human heart

PASSED

Slide Courtesy Maik Liebl



Conclusion

• Data is the base of AI 

• Quality of training data is instrumental and can be described by 15 

dimensions in 5 clusters (METRIC)

• AI-quality relies on robustness, uncertainty, explainability

• Physics-informed learning can improve robustness and reduce 

uncertainty 

• Benchmarktests require 

− reference datasets (synthetic and real)

− metrics (use-case specific) 

Oct 2024Tobias Schaeffter



Accuracy

Objectivity 

Passion

Physikalisch-Technische Bundesanstalt

The National Metrology Institute
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